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Galactic Archeology
• Builds on the understanding of 
- stars as time-capsules 
★ Solar-like stars retain, in their atmospheres, the 

same composition of elements as the gas 
cloud from which they formed. 

- each star formation event has a unique signature 
★ The chemistry in each star formation event is 

influenced by a unique set of chemical 
enrichment events. 

- star clusters disperse in the Galactic potential
Freeman & Bland-Hawthorn 2002 ARA&A 40 487 
Bland-Hawthorn et al. 2010 ApJ 713 166



• So far we have likely  
- truly identified 1 (one!) such event 
★ The moving group HR1614 (de Silva et al.) 

- we have disproved several, e.g., 
★Herculus moving group (Bensby et al.) 
★ KFR08 stream (Liu, Ruchti, Feltzing) 

- have we just been unlucky or is it really hard to 
do this? (see also Mitschang et al. 2014, Ting et 
al. 2012)

de Silva et al. 2007 AJ 133 694 
Bensby et al. 2007 ApJLetters 655 L89 
Liu, Ruchti, Feltzing A&A, in referee process 

Mitschang et al. 2014 MNRAS 438 2753 
Ting et al. 2012 MNRAS 421 1231 
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Gaia changes allThe Gaia revolution  

Unparalleled dataset with motions and positions for 109 stars across the Milky Way 
 104 times more stars with full phase-space information; 106 volume increase; 100x more accurate 

Completely new view of the Galaxy!  

From A. Helmi @ ESO in 2020
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Survey of the field
Science survey and requirements on the infrastructure
Disk galaxies are the most common type of massive galaxy in the Universe and important
building blocks in major mergers. How disk galaxies form and evolve is one of the key questions
of contemporary astrophysics. High-resolution cosmological simulations are presently unable
to produce disk galaxies consistent with observations (e.g., White 2009). Observationally, two
major avenues have been pursued in order to understand disk galaxy evolution. One approach
focuses on high redshift galaxies (e.g., Bournaud & Elmegreen 2009). The other approach
exploits our Milky Way as a prototypical disk galaxy that we can study at the highest possible
resolution and detail (e.g., Freeman & Bland-Hawthorn 2002).

Thus, interest in the Milky Way has been reinvigorated in recent years driven by the fact
that our Galaxy offers a unique perspective to understand galaxy formation and evolution in a
cosmological context. Only here can we exploit the stellar fossil record of ages, chemistry, and
6D phase space information to explore the origin and detailed history of a typical disk galaxy.
Understanding our cosmic backyard where we can carry out true Galactic archaeology is an
necessary step for the full picture of cosmic evolution.

To make a major breakthrough in understanding the evolution of the Milky Way and its
components, detailed information beyond positions and velocities is essential. Exploring the
structure and the evolution of our Galaxy requires physical data such as stellar masses, ages,
and elemental abundances. If these are obtained, a number of physical phenomena may be
expected to be revealed, e.g. the presence of sub-populations in the galactic disk and halo of
different origin, resulting from mergers, differences in local supernovae enrichment and dust-
cleansing in different star-forming regions, and the effects of AGB-star winds in previously
dense clusters of near-by stars. With such studies, a number of classical riddles in Galactic
astronomy will hopefully be clarified, such as the enigmatic mechanisms behind the gradual
increase of the velocity spread among the Galactic disk stars, and the questions concerning how
characteristic the Sun is for the stars in the solar neighbourhood. Such results, as well as others
that cannot be foreseen, will form a solid foundation for conclusions about the history of our
Galaxy and enable a detailed picture of the Milky Way and its constituents, thus providing the
ultimate test-bed for any model of galaxy formation and evolution.

Gaia is scheduled for launch in 2013. Over the five year mission it will measure positions,
parallaxes and proper motions for every object in the sky brighter than 20th magnitude – a billion
stars, galaxies, quasars, and solar system objects.

Multi-colour photometry will be obtained for all billion objects. Radial velocities are ac-
quired by an on-board spectrograph (RVS). The spectrograph has a resolution, R (R = λ/∆λ), of
11 000 (5 500 below 11th magnitude) and covers the Ca ii infra-red triplet (847 − 874 nm). RVS
will deliver radial velocities for stars brighter than 17th magnitude. Other information derived
from these spectra, e.g., metallicity, depends strongly on the brightness. It is estimated that
only for stars brighter than 13th magnitude can information on stellar parameters be obtained
and metallicities only for stars brighter than 12th magnitude. Gaia measurement accuracies are:

Measurement Accuracy
Astrometry 7 µarcsec at V = 10

12 − 25 µarcsec at V = 15
100 − 300 µarcsec at V = 20

Photometry low resolution prism spectra to V = 20
Radial velocities 1 − 15 km s−1 to V ! 17

★Ground-based follow-up to Gaia is essential 
as not all stars will have spectra and hence 
will not have, e.g., [Fe/H] derived

Pre-launch estimates
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RVs down to ~15.2 and abundances to 11



Ground-based follow-up

Adapted from Gilmore et al. (2012)
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Ground-based follow-up

Adapted from Gilmore et al. (2012)

Gaia GALAH, 4MOST, 
MOONS WEAVE
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Requirements on spectrographs come 
from how well we need to know elemental 
abundances and stellar parameters.



Size of features

Plot based on data from Klaus Furhmann’s studies (priv. comm.)

Dwarf stars

~0.2 dex

Nissen & Schuster
low-α halo

The typical size of features seen in abundance trends are of ~0.2 dex, or less.
Example of the precision/accuracy you wish to have.



A&A 511, L10 (2010)

spectroscopic binaries and excluded. All FIES stars and most
of the UVES stars are brighter than V = 11.1, three having
V = 11.2, 12.2, and 12.8. The average distance is 115 pc with
Dmax = 335 pc.

The UVES spectra cover the spectral region 4800–6800Å
and have resolutions R ≃ 55 000 and signal-to-noise ratios (S/N)
from 250 to 500. The FIES spectra range from 4000 to 7000Å,
but only the 4700–6400Å region was employed, with a resolu-
tion R ≃ 40 000 and S/N ≃ 140–200. The majority of the UVES
stars had reduced spectra available in the archive, but for stars
observed with an image slicer, the raw data were reduced using
the echelle package in IRAF. The FIES data were handled by
FIEStool, a data reduction package developed by E. Stempels.

Equivalent widths (EWs) of 130 to 180 atomic lines were
measured for each star. The large majority of the lines have EWs
between 2 and 90mÅ. For six stars, both UVES and FIES spec-
tra are available. The average EW difference (FIES – UVES) is
0.6mÅ with a rms deviation of 1.3mÅ.

3. Stellar parameters and abundances

Element abundances are derived from EWs using the Uppsala
EQWIDH program together with model atmospheres interpo-
lated from the new MARCS grid (Gustafsson et al. 2008). Two
sets of models are available with different values of [α/Fe],
which makes it possible to interpolate to a model having the
same [α/Fe] as the star. Local thermodynamic equilibrium (LTE)
is assumed in the line calculations, and line broadening caused
by microturbulence, ξturb, and collisional damping is included.

The abundance analysis is performed differentially with re-
spect to two bright thick-disk stars, HD 22879 and HD76932.
Their effective temperatures are determined from (b−y) and
(V−K) using the calibrations of Ramírez & Meléndez (2005).
Surface gravities are derived from Hipparcos parallaxes as de-
scribed by Nissen et al. (2004), and chemical abundances from
a differential analysis with respect to the Sun, using a subset of
∼80 lines, which are relatively unblended in the solar flux spec-
trum of Kurucz et al. (1984). In an “inverted” abundance analy-
sis, the data from the star-Sun analysis are then used to determine
g f -values for the whole set of ∼180 lines. These g f -values are
applied for the abundance analysis of all program stars.

We then determine Teff so that the [Fe/H] derived from the
Fe I lines is independent of excitation potential. As the Fe I lines
are also used to determine ξturb by minimizing the dependence of
[Fe/H] on EW, iteration is needed to obtain consistent values of
Teff and ξturb. We estimate a differential error of σ(Teff) = ±30K
by comparing Teff values derived from the Fe I excitation balance
with those inferred from (b−y) and (V−K) colors for a subset of
44 nearby stars that appear to be unreddened according to the ab-
sence of interstellar NaD lines. The surface gravity is estimated
by ensuring that Fe I and Fe II lines provide consistent Fe abun-
dances. Comparison of these spectroscopic gravities with values
determined fromHipparcos parallaxes for the nearby stars shows
that log g is determined differentially to a precision of 0.05 dex.

The derived abundance ratios of Na, Mg, Si, Ca, Ti, Cr, and
Ni with respect to Fe are given in Tables 3 and 4. All abun-
dance ratios are based on neutral lines. The numbers of the lines
applied are Na I 2–5, Mg I 1–2, Si I 5–10, Ca I 6–9, Ti I 9–14,
Cr I 4–7, Fe I 70–92, Fe II 14–16, and Ni I 20–27, where the first
number refers to the most metal-poor stars, and the last to the
most metal-rich.

The errors in the abundance ratios were estimated by com-
paring results obtained from UVES and FIES spectra for the six

Fig. 1. [Mg/Fe] and [α/Fe] versus [Fe/H]. Crosses refer to thick-disk
stars and circles to halo stars observed with UVES. Triangles indicate
halo stars with FIES spectra. Halo stars above the long-dashed line in
the [Mg/Fe] diagram are defined as belonging to the high-α population
and are indicated by open (blue) symbols. The stars below the long-
dashed line are defined to be low-α stars and are shown with filled (red)
symbols. Based on [Mg/Fe], this classification is maintained in all the
following figures. The components of a visual binary star, G 112-43 and
G 112-44, are connected by a straight line.

stars observed with both instruments (see Tables 3 and 4). The
spectra of these stars have typical S/N, except HD189558 that
has an unusually high quality FIES spectrum (S/N ≃ 350). This
comparison shows that differential values of [Fe/H], [Na/Fe],
[Mg/Fe], and [Si/Fe] are determined to a 1-σ precision of 0.03
to 0.04 dex, whereas the precision of [Ca/Fe], [Ti/Fe], [Cr/Fe],
and [α/Fe] is about 0.02 dex. The error in [Ni/Fe] is as small as
0.01 dex, because of the many Fe I and Ni I lines available. We
note that errors in the abundance ratios caused by errors in Teff
and log g are small compared to errors induced by the EW mea-
surements, because all ratios are derived from neutral atomic
lines with similar sensitivity to Teff and log g.

Figure 1 shows [Mg/Fe] and [α/Fe] as a function of [Fe/H].
We note that there are no systematic offsets between the UVES
and the FIES data. The corresponding figure for [Si/Fe], [Ca/Fe],
and [Ti/Fe] is shown in the Online Section. As can be seen, the
halo stars consist of two distinct populations, the “high-α” stars
with a nearly constant [α/Fe] and the “low-α” stars with a de-
clining [α/Fe] as a function of increasing metallicity. A classi-
fication into these two populations was performed on the basis
of [Mg/Fe]. In the range −1.6 < [Fe/H] < −1.4, the two pop-
ulations tend to merge, and the classification is less clear. The
high-α and low-α halo populations also separate well in [Na/Fe]
and [Ni/Fe] with the exceptions of two Na-rich stars. The abun-
dance differences can be seen directly from the observed spectra
as shown in the Online section.

The scatter in the abundance ratios for the high-α and thick-
disk stars relative to the best-fit linear relations is 0.032 dex for
[Mg/Fe] and 0.030 dex for [α/Fe]. This is similar to the estimated
errors of the analysis. For the low-α stars, there are, however,
abundance differences from the trends that cannot be explained
by the errors alone, especially in the case of [Na/Fe] and [Ni/Fe].
The clear correlation between these ratios (Fig. 2) confirms that
cosmic variations in these ratios are present at a given [Fe/H].
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– only recently have more and extensive 
samples with information beyond the the 
solar neighbourhood become available 
(SEGUE, APOGEE) 
– however, they only cover certain 
parameter spaces for stars (e.g. no OB 
stars)
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3 Moving groups and stellar
streams

While the study of open clusters provide insight into
the star-forming epochs of the Galactic disk, other
structures exist in the disk that are of equal signifi-
cance. These include moving groups, which are un-
bound groups of stars that share common motions
around the Galaxy. These may also be relics of other
processes, such as satellite accretion and mixing due to
spiral arms, that have taken place in the Galactic disk.

The concept of moving groups and superclusters
was first advocated by Olin Eggen in the 1960s. Ba-
sically the stars form from a common progenitor gas
cloud. As the cluster orbits around the Galaxy, it dis-
perses into a tube-like structure around the Galaxy
plane, and after several galactic orbits, will dissolve
into the Galaxy background. The tube-like unbound
groups of stars occupying extended regions of the Galaxy
were defined by Eggen as superclusters. If the Sun
happens to be inside this tube structure, the group
members will appear to be spread over the sky, but
may be identified as a group through their common
space velocities. These group stars located within the
solar neighborhood were defined as a moving group,
and believed to be a subset of larger systems known as
superclusters.

Besides dispersed open clusters, there are other
manifestations of moving groups that have a dynamical
orgin (Famaey et al. 2005). Such dynamical streams
are not thought to have originated from a dispersed
open cluster, but are stars of different origins that have
been swept up into a common orbit around the Galaxy
by dynamical forces such as spiral density waves. Many
of these stellar streams have however not been sub-
ject to an abundance analysis, except for the Hercules
stream (Fux 2001; Bensby et al. 2007). Despite shar-
ing a common motion, the stars of the Hercules stream
have different ages and chemistry. In fact the abun-
dance trends of the member stars match that of the
disk field stars.

Conversely, an example of a true moving group is
the HR1614 moving group (Eggen 1978a, 1992, 1998;
Feltzing & Holmberg 2000). The high levels of chemi-
cal homogeneity seen within the HR1614 moving group
stars supports the case that it is a relic of an an-
cient star-forming event (De Silva et al. 2007). Fig-
ure 3 compares the abundances of the HR1614 moving
group stars to that of the open clusters Hyades and
Collinder 261. In contrast to the dynamically defined
Hercules stream (cf. Fig 3 in Bensby et al. 2007), it is
clear that the HR1614 moving group in chemical abun-
dance space represents a star cluster systems. Further,
De Silva et al. (2007) show that chemical probing al-
lows the differentiation between true members of the
group and contaminating field stars, which cannot be
done with kinematics alone. The case of the nearby
HR1614 moving group is surely not unique. It is likely
that there are other dispersed relic groups whose re-

ality is not yet confirmed due to the lack of detailed
chemical information. It is clear that kinematical in-
formation alone cannot uncover the true story behind
any dispersed stellar group in the Galactic disk. The
presently demonstrated existence of a real relic moving
group is a very important step and offers grand oppor-
tunities for chemical reconstruction of an bygone era.

Figure 3: Abundances of HR1614 moving
group stars (De Silva et al. 2007, triangles) com-
pared to the Hyades (De Silva et al. 2006, cir-
cles) and Collinder 261 (De Silva et al. 2007,
squares) open clusters. The smaller open sym-
bols represent background field stars (Reddy et al.
2003; Allende Prieto et al. 2004; Edvardsson et al.
1993). The dotted lines mark the solar value.

4 Conclusion

We have used high resolution elemental abundances
of old open clusters from the literature to compare the
cluster to cluster abundance trends for a large range of
elements. We find that different clusters show different
abundance levels for a given element, with some ele-
ments showing large scatter. Systematic uncertainties
among the different studies is the source of much of
the abundance scatter. However those elements show-
ing a σ > 0.2 dex is likely to be an indication of real
cluster to cluster abundance variations. Further, vari-
ous element to element abundance patterns were seen
among the sample, highlighting the decoupled nature
of the elements and the existence of chemical signa-
tures unique to the clusters based on their time and
site of formation. An homogenous high resolution
abundance study for a range of elements of the Galac-

De  Silva et al. 2008 arXiv:0810.2287

HR1614 
Hyades 
Collinder 261

The Astronomical Journal, 148:67 (32pp), 2014 October Johnson et al.

Figure 20. Chemical abundance trends are plotted as a function of [Fe/H] and compared to various chemical enrichment models. The solid black, blue, and green
lines represent the baseline models from Kobayashi et al. (2006, 2011) for the Galactic bulge, thick disk, and thin disk, respectively. The dashed cyan and magenta
lines illustrate how the bulge model changes if the hypernova fraction is 0 and 1, respectively, for masses >20 M⊙. Note that [Ni/Fe] in particular suffers from
overproduction from Type Ia SNe at [Fe/H] > −1. Some other elements (e.g., Si) may also be better fit if systematic offsets were applied.
(A color version of this figure is available in the online journal.)

Galactic latitude for metal-rich stars have all focused on minor-
axis fields. The inner bulge field included here is several degrees
off-axis.

The composition data reconfirm the already well-documented
metallicity gradient in the bulge. Similarly, we find good
agreement between our derived [Mg/Fe], [Si/Fe], and [Ca/Fe]
abundances and those of Gonzalez et al. (2011). Additionally,
we confirm that there are no significant field-to-field [α/Fe]
abundance variations among various bulge sight lines. Our
new α-element measurements also reinforce the previously held
notion (e.g., McWilliam et al. 2008) that the decline in [O/Mg]
with increasing metallicity is likely the result of metallicity-
dependent yields from massive stars. While we find that the
bulge and thick disk exhibit nearly identical [α/Fe] ratios at
[Fe/H] ! −0.5, the bulge stars appear to remain enhanced
in [α/Fe] by up to 0.1–0.2 dex higher in [Fe/H] than the
local thick disk. The bulge [α/Fe] ratios at [Fe/H] " 0 are
well matched to the local thin disk trends. These results are
in agreement with recent differential abundance analyses of
microlensed bulge dwarfs (Bensby et al. 2013) and suggest
the bulge experienced faster enrichment than the local thick
disk. However, similar differential analyses comparing bulge
and thick disk giants find no significant differences between the
two populations (Meléndez et al. 2008; Alves-Brito et al. 2010;
Gonzalez et al. 2011).

Combining the new data set of [α/Fe] abundances with those
available in the literature now totals several hundred stars.
However, the combined data set does not reveal any significant
population with “anomalous” chemistry, such as the low [α/
Fe] ratios reminiscent of many present-day dwarf galaxy stars.
Therefore, we can effectively rule out these types of objects as
major contributors to any portion of the present-day Galactic
bulge field population. This further supports the idea that the
Galactic bulge is not a merger-built system. Similarly, the [α/
Fe] ratios of the NGC 6553 stars are identical to those of similar
metallicity field stars. This suggests NGC 6553 formed in situ
with the bulge and is not a captured system.

With regard to the light, odd-Z elements, we find that Na
and Al exhibit discrepant trends as a function of metallicity.
In particular, bulge stars exhibit a steady increase in [Na/Fe]
with increasing [Fe/H], but the [Al/Fe] trend almost exactly
matches that of the α-elements (except oxygen). While we
do not find any significant field-to-field variations in either
[Na/Fe] or [Al/Fe], our results indicate that the bulge and thick
disk have different [Na/Fe] abundances at [Fe/H] ! −0.5 but
similar [Al/Fe]. Interestingly, the “α-like” behavior of [Al/Fe]
contrasts with several previous bulge studies that found [Al/Fe]
was enhanced up to [Fe/H] = + 0.5. Instead, our results are
in agreement with the abundance patterns of microlensed bulge
dwarfs (e.g., Bensby et al. 2013). The discrepant behavior of Na
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Fig. 3. Examples of probability plots for the test statistic t(x) obtained
in Monte-Carlo simulations for sample sizes N = 102, 103, and 104

(top to bottom). In each diagram the solid curve shows, as a function
of the critical value C, the probability that t exceeds C under the null
hypothesis (r = 0). The dashed curves show the probabilities under the
alternative hypothesis (r > 0) for the r-values indicated in the legend. In
the bottom diagram the dotted curve gives, for comparison, the expected
distribution of D

⇥
N for a one-sample K–S test in which F is the true

distribution (without adjusting µ and ⌅); see footnote 3.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian;
(2) that the two populations in the alternative hypothesis are
equally large; (3) the use of the particular statistic in Eq. (1);
and (4) the choice of significance (a probability of falsely reject-
ing H0 less than � = 0.01) and power (a probability of correctly
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Fig. 4. Minimum sample size needed to distinguish two equal Gaussian
populations, as a function of the separation of the population mean in
units of the standard deviation of each population. The circles are the
results from Monte-Carlo simulations as described in the text, using a
K–S type test with significance level � = 0.01 and power 1 � ⇥ = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � ⇥ = 0.99). Changing any of these
assumptions would result in a di�erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e�ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e�ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di�erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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Fig. 3. Examples of probability plots for the test statistic t(x) obtained
in Monte-Carlo simulations for sample sizes N = 102, 103, and 104

(top to bottom). In each diagram the solid curve shows, as a function
of the critical value C, the probability that t exceeds C under the null
hypothesis (r = 0). The dashed curves show the probabilities under the
alternative hypothesis (r > 0) for the r-values indicated in the legend. In
the bottom diagram the dotted curve gives, for comparison, the expected
distribution of D

⇥
N for a one-sample K–S test in which F is the true

distribution (without adjusting µ and ⌅); see footnote 3.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian;
(2) that the two populations in the alternative hypothesis are
equally large; (3) the use of the particular statistic in Eq. (1);
and (4) the choice of significance (a probability of falsely reject-
ing H0 less than � = 0.01) and power (a probability of correctly
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Fig. 4. Minimum sample size needed to distinguish two equal Gaussian
populations, as a function of the separation of the population mean in
units of the standard deviation of each population. The circles are the
results from Monte-Carlo simulations as described in the text, using a
K–S type test with significance level � = 0.01 and power 1 � ⇥ = 0.99.
The curve is the fitted function in Eqs. (2) or (3).

rejecting H0 greater than 1 � ⇥ = 0.99). Changing any of these
assumptions would result in a di�erent relation4 from the one
shown in Fig. 4. Nevertheless, this investigation already indi-
cates how far we can go in replacing spectroscopic resolution
and signal-to-noise ratios (i.e., small measurement errors) with
large-number statistics. In particular when we consider that real
data are never as clean, nor the expected abundance patterns as
simple as assumed here, our estimates must be regarded as lower
bounds to what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e�ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant
e�ects include deviations from local thermodynamic equilib-
rium (NLTE) and deviations from 1D geometry (Asplund 2005;
Heiter & Eriksson 2006). Additionally, systematic and random
errors in the stellar parameters will further decrease the accuracy
as well as the precision within a study.

An interesting example of the slow convergence of the de-
rived iron abundance in spite of increasing precision is given
in Gustafsson (2004), where he compares literature results for
the well studied metal-poor sub-giant HD 142083. Over time the
error-bars resulting from line-to-line scatter decreases thanks to

4 Experiments with unequally large populations in HA suggest that the
power of the test is not overly sensitive to this assumption, as long as
there is a fair number of stars from each population in the sample.
5 “Accuracy” refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di�erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.
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Nissen & Schuster (2010) 
           High-res, high S/N

Lee et al. (2011) SEGUE

Examples
Precision vs. # of stars.



0.1 dex

Luca Sbordone for 4MOST 
consortium, used for PDR 
See also Gustafsson (1992)
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Assuming we know what σ we want 

Resolution vs. Signal-to-Noise ratio in spectra for abundance determination
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Galactic Archeology

• Builds on the understanding of 
- stars as time-capsules 

- each star formation event has a unique signature 

- star clusters disperse in the Galactic potential 

• Pure dynamical studies can also lead us further 
- Most knowledge is from the solar neighbourhood



12. PRELIMINARIES

Figure 12.1: Diagram of the regions where the velocity distributions are analysed superimposed to a
sketch of the MW disc.

�0b = 20⇥ � � (12.2)

More important, the results must be compared to the observed velocity distributions which
at this moment is available with enough accuracy only for the solar neighbourhood (Figure
6.1 of Part III). An additional limitation appears in this comparison due to the uncertainty
in the velocity of the Sun with respect to the LSR. Although the commonly used values for
(U� , V� , W�) are around (10, 5, 7) km s�1 (Dehnen & Binney 1998), several new studies suggest
that these values should be modified to (11, 12, 7) km s�1 (Binney et al. 2010, Schoenrich et al.
2009). In Figure 6.1 the heliocentric velocities are presented, that is not corrected for the solar
motion. The simulations show peculiar velocities and a certain value for the solar motion should
be assumed in order to compare exact positions in the U–V plane. The indetermination in the
solar motion and specially in the V� component, means a limitation for the comparison.

The denoising method WD described in Part II as been applied to the results of the simu-
lations as with observations in Part III. This helps us to treat the Poisson noise of the results.
Also contour lines have been added in some cases to highlight the structures. The simulations
have been run mainly at KanBalam (HP CP 4000 cluster with distributed memory and 1368
processors with AMD Opteron 2.6 GHz core) at the DGSCA/UNAM and at Sol (CATON cluster
with 72 cpus Intel Xeon 2,73Ghz core) at the DAM/UB.
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16.1 How do they act together?

Figure 16.2: Kinematic e�ects of the bar and the spiral arms on an intermediate disc. U–V

velocity distributions after WD at R = 8.5 kpc and at di�erent azimuths � for the simulations with the
spiral-bar PM04–MW potential model (bar and spiral arms) and IC2.
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Figure 3. Velocity structures at scales of 11-22 kms−1 in cylindrical velocities for the subsamples Sout (outside Solar circle), SR⊙
(Solar circle), Sin (inside

Solar circle), and Z57 (−700 ! Z ! −500 pc). Yellow squares show the positions of the local sample (LS) groups. Colour code is the same as in Fig. 2b.

as they are only 2-σ significant. Some of them could be tentatively
related to other known groups. For instance, groups 14, 17 or 19
could be related to Arcturus at V ∼ −110 kms−1 (Eggen 1996).
We leave a more thorough comparison to groups in other studies
(e.g. Klement et al. 2011; Williams et al. 2011) for future work.

4 STRUCTURES BEYOND THE LOCAL VOLUME

The three first panels of Fig. 3 show the velocity structures of the
subsamples Sout, SR⊙

and Sin. Now we use a Galactic cylindrical
coordinate system, vR and vφ, which is more suitable for distant
regions. We use Local Standard of Rest (LSR) circular velocity of
v0 = 247 kms−1 and Solar movement with respect to the LSR
of (U

⊙
, V

⊙
) = (10.0, 11.0) kms−1 (second model in Table 2 of

McMillan & Binney 2010). For convenience, we take vR and vφ to
be positive towards the Galactic Centre and towards rotation (clock-
wise), respectively, to get the same orientation as U–V . Larger WT
scales (11-22 kms−1) are considered now due to the larger velocity
errors in these subsamples (Table 1). We find that for SR⊙

and Sout
the general shape of the distribution is preserved and some groups
show a relative configuration similar to the LS. Although we show
here only three distant regions, the evolution in the location and in-
tensity of the main peaks as one moves away from the LS to these
volumes is found to be smooth and continuous. For example, the
most populated group in SR⊙

(group 1 in the second panel) is the
Pleiades group. Also groups 2 and 3 are in the Sirius and Hyades
kinematic positions, respectively. Group 4 is the Hercules stream
and group 5 corresponds to γLeo. We also see the Wolf elongation,
but with no associated maxima. Similar identifications can be done
for Sout. By contrast, the velocity distribution in Sin looks quite
different to the LS, its overall shape being elongated with a posi-
tive slope in the vR direction. There are several central groups but
they are distributed along the general elongated structure and do
not show the same relative configuration as for LS, SR⊙

and Sout.
We also find that some groups change their location on the ve-

locity plane in distant regions. The yellow squares in Fig. 3 indicate
the cylindrical velocities of the LS groups. For instance, Hercules
(group 4) in SR⊙

is at the same cylindrical velocity as locally (peak
inside the square), but in Sout it has moved to lower vφ. We see that
this transition is continuously traced when we consider samples in
small steps advancing from Sout to SR⊙

, and progressively to inner
Galacocentric radius. For Sin, Hercules does not appear as a group
separated from the central structures. The vφ of the Wolf elongation
follows a similar behaviour with radius. We also observe that some
groups move in vR. For instance, Sirius (group 2) shifts to the right
of its corresponding square (the one at highest V ) for Sout.

The arrows in the upper left of each plot show the median

directions of the radial (vlos) and transverse (vt) velocity. For these
regions, as the radial velocity errors are small (evlos ∼ 2 kms−1),
the errors affect mainly the transverse motion (evt ∼ 17 kms−1),
distorting the groups in that direction. For the case of Sout, the
velocity errors or distance biases would never move Hercules in the
observed way. By contrast, for Sin a distance underestimation could
shift Hercules closer to the centre of the distribution. However, as
showed in Burnett et al. (2011), distances for giants may have a
slight bias but in the opposite direction.

We have evaluated the effects of neglecting the extinction in
deriving distances for stars in these regions. By using the dust maps
of Schlegel et al. (1998), we find an upper limit on the extinction
in the J-band of 0.2 mag (by considering extinction at infinity)
for the three subsamples, which would introduce a distance error
< 10%, which is small compared to the 28% uncertainty due to the
distance derivation method itself. We can also test that our results
do not depend on the distance method by using only red clump
stars. We select these by J−K colour and gravity using the criteria
in Siebert et al. (2011a) and re-derive the distance from their J or
K magnitude assuming absolute magnitudes MJ = −0.87 and
MK = −1.55 (Zwitter et al. 2008). This gives us subsamples with
30-40% of the initial number of stars. Considering a dispersion of
20% in the absolute magnitude for this population, we find that
the transverse velocity errors are reduced substantially, from evt ∼
17 km s−1 to evt ∼ 11 kms−1. Nonetheless, with smaller velocity
errors and alternative distances, our results do not change.

We perform another test to establish if errors only could ex-
plain the differences in the distant velocity distributions. We study
if these velocity distributions could belong to the same parent dis-
tribution as the LS, given the velocity errors. To do this, we in-
corporate the observational errors of SR⊙

, Sin and Sout in the LS
velocity distribution. In practice, we use the proper motions and
radial velocities of the LS but the distances and sky positions of
the distant subsamples to generate 5000 simulated velocity distri-
butions after error convolution. Then we compare the mock distri-
butions with the original one (at Sin, Sout, or SR⊙

), by computing
the distribution of the Kolmogorov-Smirnov (KS) 2d statistic. In-
stead of using this statistic directly, as a reference we also compute
the distribution of the KS statistic between the mock subsamples in
a given location themselves. The area of overlap of the two KS dis-
tributions (obtained for the mock-original and for the mock-mock
comparisons) thus gives us the probability that the distant veloc-
ity distributions belong to the same parent distribution as the LS,
given the velocity errors. Notice that our mock samples may have
too large errors because first, the distance errors may be overes-
timated (Burnett et al. 2011), and second, the LS velocities have
already their own error. We find that for the three subsamples, this

Kinematic structures prevail at ~1 kpc   (RAVE,  Antoja et al. arXiv:1205.0546)



Galactic Archeology II
• “Quantifying the strength of radial migration in the 

Milky Way is one of the most pertinent action items 
for the next generation of Milky Way surveys” 
- … but, how do you that? 
★What stars should we select? 
★What properties of the stars should we 

measure?  
★… 

- Do we have an answer to such questions?

Rix & Bovy 2013 A&Arv 21 61



Existing instruments

APOGEE (I+II) 
Multifibre spectrograph 
part of SDSS 
R ~ 22 500 (1.51 -1.70 μm) 
300 fibres 
https://www.sdss3.org/
future/apogee2.php 
Survey: APOGEE –  
  105 stars

FLAMES 
Multifibre spectrograph on 
VLT  
R ~20 000 
> 100 fibres  

Survey: Gaia-ESO –  
  105 stars 

HERMES 
Multifibre spectrograph on 
AAT 
R ~28 000 a 
390+ fibres 
http://www.mso.anu.edu.au/
galah/home.html 
Survey: GALAH – 
  106 stars 

NIR UV UV



Upcoming survey 
instruments

MOONS 
NIR multifibre spectrograph 
being built for VLT 
R ~ 5000 (0.64-1.8 μm) 
R ~ 9000, 20 000, 20 000 
(0.7-0.9, 1.17-1.26, 
1.52-1.63 μm) 
1024 fibres 
Being built by consortium 
lead by ATC, UK 
PI: Michelie Cirasuolo 
http://www.roe.ac.uk/
~ciras/MOONS/VLT-
MOONS.html

4MOST 
Multifibre spectrograph to 
go on VISTA  
R ~20 000 and R ~5000 
800 + 1600 fibres (sim.) 
Gaia and eROSITA follow-up 
10-20 million LR stars 
1-2 million HR stars 
LR to V~20 w SNR 10/Å 
HR~16.5/17 w SNR of 170/Å 
PI: Roelof de Jong 
http://www.4most.eu

WEAVE 
Multifibre spectrograph 
being built for WHT 
R ~20 000 and R ~5000 
800 fibres (switchable R) 
Gaia follow-up (4MOST in 
the North),  extra-galactic 
science  
Netherlands, UK, Spain, 
France, Italy     
Project scientist: Scott 
Trager 
http://www.ing.iac.es/weave/

NIR UV UV

Cirasuolo et al (SPIE, 2014) de Jong et al (SPIE, 2014)

http://www.roe.ac.uk/~ciras/MOONS/VLT-MOONS.html
http://www.4most.eu
http://www.ing.iac.es/weave/


Complementarity
• Many of the surveys are highly complementary 
- North <—> South being an obvious one 

- NIR vs Optical; but not the same stars studied 
(so far) 

- magnitude range (i.e. GALAH does everything 
down to V=14, 4MOST almost starts there) 

• Cross-calibration not so well developed



λ-coverage

APOGEE —>

WEAVE and 4MOST similar coverage in LRS as SEGUE



Can such precision in 
abundances be achieved?

• Lets take a step back and consider the limitations 
- stars as time-capsules 
★ Solar-like stars retain, in their atmospheres, the 

same composition of elements as the gas 
cloud from which they formed. 

- but do we measure the “true” values of the 
elemental abundances?  
★ Lets look at a few examples that are both 

discouraging and heartening



• Effects of stellar evolution. 
• Evidence that selective diffusion occurs in stars 

at MS and TOP in globular clusters and M67. 
• Up to 0.2 dex. Önehag et al. 2014 A&A 562 A102 

Korn et al. 2007 ApJ 671 402 
Gruyters et al. 2013 A&A 555 A31

6500 6000 5500 5000
5.4

5.6

5.8

6.0

6.2

 lo
g 
N

X
 / 
N

H
 +

12

Mg

T6.0
T5.8

T6.09

TOP SGB bRGB RGB

6500 6000 5500 5000
4.2

4.4

4.6

4.8

5.0

Ca

TOP SGB bRGB RGB

6500 6000 5500 5000
 effective temperature Teff  [K]

2.6

2.8

3.0

3.2

3.4

 lo
g 
N

X
 /N

H
 +

12

Ti

6500 6000 5500 5000
 effective temperature Teff  [K]

5.0

5.2

5.4

5.6

5.8

Fe

6500 6000 5500 5000
 effective temperature Teff  [K]

5.6

5.7

5.8

5.9

6.0

6.1

 lo
g 
N

X
 /N

H
 +

12

Fe II 4923, 5197, 5234, 5316, 5362

TOP SGB bRGB RGB

T6.0

T6.2

6000 5500 5000
Effective temperature Teff [K]

6.0

6.1

6.2

6.3

6.4

6.5

lo
g 
N
X /
N

H
 +

 1
2

Fe II

Atomic Diffusion in  
Globular Clusters Stars 

!  Atomic diffusion at work in Globular Clusters 

 

!  Detailed (NLTE) abundance analyses on HR and MR spectra 

!  Evidence for NGC 6397, NGC 6752 and NGC 6121 (M4) 

NGC 6397 
[Fe/H] = −2.1 

Korn et al. 2007 

NGC 6752 
[Fe/H] = −1.6 

Gruyters et al. 2013 

NGC 6121 
[Fe/H] = −1.1 

Gruyters et al. 2015 

Diffusion changes 
abundance patterns



Is the trend real?

T. Bensby et al.: 703 dwarf stars in the Solar neighbourhood

Fig. 19. Abundance trend plots for the α-elements (O, Mg, Si, Ca, and
Ti) when only including stars within the temperature interval 5500 <
Teff < 6100K (cf. Fig. 7). Typical error bars are shown on the right-
hand side of the plots. Note the different scales on the ordinates.

mentioned above. Younger stars do not show this behaviour. In-
stead there appears to be a rather large scatter in age over the
whole metallicity range (−0.8 to +0.4 dex), i.e., no apparent age-
metallicity relation.

8.3.4. [α/Fe] as a proxy for age?

Recently, Navarro et al. (2011) have argued that it is better to re-
late stars to different populations based on their elemental abun-
dances rather than other properties such as kinematics. That a
statistic selection based on kinematics causes overlaps between
various abundance trends is evident from the nature of that selec-
tion process (see Sect. 7), and casts doubt on the reality of dis-
tinct trends for different stellar populations. This argument was
used, e.g., by Bovy et al. (2012)when they investigated the scale-

Fig. 20. Age-metallicity relation for those stars that have an age dif-
ference between upper and lower estimate less than 4Gyr (black dots).
Stars with larger age uncertainties are shown as small red dots.

height of mono-abundance populations (i.e., stars that fall in a
narrow range of elemental abundances, e.g., [α/Fe] and [Fe/H])
in the SEGUE data-set.

To better understand the formation and evolution of the
Milky Way it is very desirable to have stellar ages as well as
elemental abundances. Given the overall structure of the ele-
mental abundances and ages observed in the Milky Way (e.g.,
Edvardsson et al. 1993) it has been suggested that the amount
of α-enhancement in a star can be used as a proxy for the star’s
age (Liu & van de Ven 2012). However, age is a very difficult
property to derive for most stars (e.g., Soderblom 2010). As our
sample contains a fair portion of turn-off and sub-giant stars we
are in a position to investigate if old ages are a common feature
for all stars with enhanced [α/Fe] in the Solar neighbourhood.
Figure 20b shows that this is indeed the case for stars older
than about 8Gyr and thus that [Ti/Fe] can be used as a proxy
for age for stars in the sense that young and old stellar popu-
lations can be distinguished. Other studies are also finding that
various α-elements correlate with ages in this sense. For exam-
ple Ramírez et al. (2013), their Fig. 17, shows the same results
as our Fig. 20b, but for [O/Fe] as a function of age.

However, this result is only valid for dwarf stars in the direct
Solar neighbourhood. We do not know if the same is true else-
where in the Galaxy or indeed recoverable for other stellar evo-
lutionary stages. Bensby et al. (2013) provides data for 58 mi-
crolensed dwarf and turn-off stars in the Galactic bulge. These
stars, tentatively, show the same trend as the stars in the Solar
neighbourhood making it plausible that the connection between
α-enhancement and age is a property shared bymany stellar pop-
ulations in the Galaxy.

8.4. Metal-rich and α-enhanced stars

In Fig. 21 we show the [Ti/Fe] abundances trends for all stars in
our sample with “good” ages. We find a similar division of the

Article number, page 17 of 26

Bensby et al.  2014 A&A 562 A71 
see also Haywood et al (2014) for  
interpretation of such trends
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Table 3. Hipparcos star surface gravity comparisons.

HD TLTE-Fe log gLTE-Fe [Fe/H]LTE-Fe TOpt log gNLTE-Opt [Fe/H]NLTE-Opt log gπ

err (∼±60 K) (±0.1) (±0.1) (<±100 K) (±0.1) (±0.1) (±0.1)

228 79 5726 4.04 −0.92 5817 4.27 −0.89 4.33
246 16 5084 3.34 −0.62 5071 3.40 −0.69 3.29
593 74 5741 4.04 −0.96 5877 4.33 −0.88 4.49
849 37 6137 3.58 −2.34 6374 4.18 −2.11 4.15

108 317 4922 1.89 −2.58 5367 3.04 −2.14 3.14
111 721 4956 2.52 −1.37 5091 2.93 −1.29 2.70
122 956 4569 1.15 −1.75 4750 1.94 −1.61 2.03
134 169 5868 4.03 −0.77 5924 4.20 −0.74 4.03
140 283 5413 2.81 −2.79 5834 3.71 −2.41 3.73
157 466 6070 4.41 −0.34 6002 4.37 −0.41 4.35
160 693 5808 4.29 −0.47 5749 4.24 −0.55 4.31
184 499 5740 4.11 −0.58 5766 4.23 −0.57 4.08
193 901 5555 3.94 −1.18 5775 4.39 −1.01 4.57
194 598 5814 4.02 −1.23 5991 4.39 −1.10 4.27
201 891 5676 3.89 −1.21 5871 4.30 −1.06 4.30
204 155 5696 3.94 −0.71 5733 4.08 −0.69 4.03
207 978 6343 3.93 −0.62 6294 4.02 −0.62 3.96
222 794 5588 3.99 −0.66 5604 4.08 −0.66 3.91

Figure 6. Comparison of stellar parameters derived using the LTE-Fe
method and the NLTE-Opt stellar parameters versus [Fe/H]LTE-Fe. The
difference in effective temperature, surface gravity and metallicity shows
a large systematic increase with decreasing metallicity. The dual trends seen
in "Teff, "log g and "[Fe/H] are a result of the R11 effective temperature
calibration, in which the authors found that stars with effective temperatures
less than 4500 K only required a small correction to TLTE-Fe. Therefore,
these stars stand out in the plots.

Figure 7. Stellar positions in the log g versus Teff plane in LTE-Fe (left-hand
panel) and NLTE-Opt (right-hand panel). The curves shown are evolutionary
tracks computed using the GARSTEC code (Weiss & Schlattl 2008). Each track
was computed assuming a mass of 0.8 M⊙ and an [Fe/H] of −0.5 (solid,
red), −1.0 (long-dashed, green), −1.5 (short-dashed, blue) and −2.5 (dot–
dashed, magenta). Note that those stars around log g = 2.0 that lie away
from the tracks are most likely horizontal branch stars.

computed using the GARSTEC code (Weiss & Schlattl 2008), for
comparison. Generally, the NLTE-Opt estimates of surface gravity
and effective temperature trace the morphology of the theoretical
tracks much more accurately. Several features are most notable. The
NLTE-Opt parameters lead to far less stars that lie on or above the
tip of the red giant branch (RGB), and more stars occupy the middle
or lower portion of the RGB. Also, stars at the turn-off and subgiant
branch are now more consistent with stellar evolution calculations.

Figs 6 and 7 further prompted us to determine the relative impor-
tance of the effective temperature scale versus the NLTE corrections
for gravities and metallicities in the NLTE-Opt method. We sin-
gled out the effect of the NLTE corrections by deriving additional,
LTE-Opt surface gravity and metallicity estimates using LTE iron
abundances combined with our TOpt estimate. Note that, as with
the NLTE-Opt method, Fe lines which have an excitation potential
below 2 eV were excluded. The comparison between these LTE-
Opt estimates and the final NLTE-Opt estimates is shown in Fig. 8.
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tip of the red giant branch (RGB), and more stars occupy the middle
or lower portion of the RGB. Also, stars at the turn-off and subgiant
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tance of the effective temperature scale versus the NLTE corrections
for gravities and metallicities in the NLTE-Opt method. We sin-
gled out the effect of the NLTE corrections by deriving additional,
LTE-Opt surface gravity and metallicity estimates using LTE iron
abundances combined with our TOpt estimate. Note that, as with
the NLTE-Opt method, Fe lines which have an excitation potential
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Fig. 12. HR diagrams for the Reddy et al. (2003, 2006) sample, the Valenti & Fischer (2005) sample, and the Adibekyan et al. (2012) sample.
Overlapping stars from this study are marked by red solid circles. The α-enhanced Yonsei-Yale (Y2) isochrones by Demarque et al. (2004) have
metallicities of [Fe/H] = −1 and +0.3 dex, respectively, and are shown from 1 to 15 Gyr in steps of 1 Gyr.

The HR diagram based on the corrected ionisation balance
parameters is shown in Fig. 9c. The gap that can be seen at
log g ≈ 4.2 K is an artefact due to that the corrections are dif-
ferent for stars below and above the turn-off.

After having identified these ionisation balance issues on
the lower main sequence for our sample, it is interesting to see
whether flat main sequences are present in other similar high-
resolution spectroscopic studies of the Galactic disk. For that,
we choose three studies: first, the sample of 355 dwarf stars from
Reddy et al. (2003, 2006) where stellar parameters are deter-
mined from the infrared IRFM flux method and Hipparcos paral-
laxes; second, the sample of 1040 dwarf stars from Valenti & Fis-
cher (2005) where stellar parameters are determined through χ2-
minimisation between observed spectrum and synthesised spec-
trum in selected wavelength bands using the SME software; and
third, the sample of 1111 dwarf stars from Adibekyan et al.
(2012) who, like us, use ionisation and excitation balance to
determine stellar parameters. The HR diagrams for these stud-
ies are shown in Fig. 12. For the Reddy et al. (2003, 2006) and
Valenti & Fischer (2005) studies, which do not utilise ionisation
balance, the HR diagrams appear normal, with declining main
sequences. The HR diagram for the Adibekyan et al. (2012) sam-
ple, on the other hand, shows an extremely flat relation, where
log g is even slightly rising with decreasing temperature.

What the causes are for the flat main sequence is not all clear.
It is possible that they arise due to limitations of the models that
cannot properly handle excitation balance and/or ionisation bal-
ance. Or it could be that NLTE effects and/or 3D effects play
rôles, or a combination of all of these. It is beyond the scope of
the current paper to further investigate this, and we will for now
settle with the empirical corrections in Table 2. We will report
stellar parameters for all three varieties (ionisation balance, par-
allaxes, corrected ionisation balance), but elemental abundances
and stellar ages will only be reported for the corrected ionisation
balance values, which is also what will be used in the remainder
of the paper. All parameters are reported in Table C.3.

5.5. Systematic errors

As the analysis is strictly differential relative to the Sun, sys-
tematic errors should largely cancel out and the internal preci-

sion should be good. This is seen through the good agreement
between equivalent width measurements and stellar parameters
that we derive for the Sun based on the spectra from the different
spectrographs and observing runs. Systematic shifts relative to
other studies are more difficult, as methods, model atmospheres,
atomic data, and methods for normalisation to the Sun, might
differ. To check and compare our results we have made a detailed
comparison of our stellar parameters and elemental abundances
to three recent and large studies of the Galactic stellar disk. First
we have chosen the studies by Reddy et al. (2003, 2006), con-
sisting of stars observed from the Northern hemisphere at the
MacDonald Observatory. In total this sample consists of 355
kinematically selected F and G dwarf stars that nicely would
complement our sample, which mainly has been observed from
the Southern hemisphere. With Reddy et al. (2003, 2006) we
have 64 stars in common. Next, we have chosen the study by
Adibekyan et al. (2012) who have done a detailed abundance
analysis of 1111 stars observed with the HARPS spectrograph
on the ESO 3.6-m telescope on La Silla. With Adibekyan et al.
(2012) we have 168 stars in common. And finally, we have cho-
sen the Valenti & Fischer (2005) study of 1040 F, G, and K
dwarfs from the Keck, Lick, and AAT planet search programs,
with which we have 140 stars in common. The stars in common
with each of these studies are marked in red in the HR diagrams
in Fig. 12.

Figure 13 and Table 3 show the comparisons to the Reddy
et al. (2003, 2006), Adibekyan et al. (2012), and Valenti & Fis-
cher (2005) studies. The comparisons are very favourable and
we see that our results compare reasonably well. With a few ex-
ceptions, the median difference in the abundance ratios are well
below 0.1 dex. The main difference lies in the comparison of the
Na, Si, Ti, and Ni abundances from Valenti & Fischer (2005)
where the dispersion is much larger than in the comparisons to
Reddy et al. (2003, 2006) and Adibekyan et al. (2012). Note
that most stars in common with Adibekyan et al. (2012) are lo-
cated in the turn-off region and not on the lower main sequence
(see Fig. 12), so systematics due to the flat main sequence issue
should not be significant.
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Fig. 9. HR diagram for the sample when (a) log g is based on Fe i-Fe ii ionisation equilibrium, and (b) when log g is based on Hipparcos parallaxes.
In (b) the sizes of the circles are scaled with the difference between Fe i and Fe ii abundances. Red circles mark those stars where the Fe i abundances
are lower than the Fe ii abundances, and vice versa for the blue circles. The α-enhanced Yonsei-Yale (Y2) isochrones by Demarque et al. (2004)
have metallicities of [Fe/H] = −1 and +0.3 dex, respectively, and are shown from 1 to 15 Gyr in steps of 1 Gyr.

including the Fe i NLTE corrections in the analysis. While this is
a truly minuscule effect, the effects on temperatures and surface
gravities could have some impact on stellar ages, and possibly
also when determining abundances for elements like Li, which
is very temperature-sensitive. The stars for which we see signif-
icant effects are those that are warmer than about 6100 K.

Oxygen and sodium: The oxygen abundances have been de-
termined from the infrared triplet lines at 777 nm9 . These lines
are known to be strongly affected by deviations from LTE (e.g.,
Kiselman 1993; Asplund et al. 2009). To correct our oxygen
abundances for NLTE effects, we apply the empirical formula
from Bensby et al. (2004b), who analysed the forbidden oxygen
line at 630 nm, which is a very robust indicator of the oxygen
abundance, unaffected by departures from LTE (e.g., Kiselman
1993; Asplund et al. 2009).

For sodium we applied the NLTE corrections from Lind et al.
(2011), using an IDL script that was kindly provided by Karin
Lind.

How the NLTE corrections affect the [O/Fe] and [Na/Fe]
abundance ratios is shown in Fig. 7.

5.3. Surface gravity

Two widely used methods to determine the surface gravity are
derived from ionisation balance between Fe i and Fe ii, and from
basic principles through the relationship between bolometric
flux, temperature, and gravity (see, e.g., Eq. 4 in Bensby et al.
2003). The latter requires that the distance to the star is known,
and in our case all stars have distances based on Hipparcos par-
allaxes from the new reduction by van Leeuwen (2007).

There are some indications that by using parallaxes to de-
termine log g from basic principles, one introduces an external
source of uncertainty, independent of the spectra. For instance,
9 The forbidden oxygen line at 630 nm line was not analysed here since
the analysis in this paper is purely based on equivalent width measure-
ments. Furthermore, the spectral range of the UVES 2002/2004 as well
as the FIES and HARPS spectra (in total 38 stars) does not cover the
777 nm triplet lines and hence the number of stars with oxygen abun-
dances is lower than 714.

studies of solar analogs have shown that a purely spectroscopic
approach (i.e. Teff from excitation balance of abundances from
Fe i lines and log g from ionisation balance of abundances from
Fe i and Fe ii lines) has better precision than when using log g
based on parallaxes (e.g., Ramírez et al. 2009). Another advan-
tage of using a purely spectroscopic approach in our case is that
the uncertainties will be essentially distance-independent. This
is so because the sample contains relatively bright stars (V < 9),
and as a majority have been observed with large, 6-8 m class
telescopes, the exposure times are short and the spectra have
high signal-to-noise independent of the magnitude (or distance)
of the star. If the parallax method is used, the uncertainties in-
crease with distance, as is seen in Fig. 8, which shows the frac-
tional parallax errors versus the parallaxes for our stars: there
is a clear increase in the parallax error with distance. The sam-
ple contains 329 stars that have fractional errors in the parallax
larger than 5 % and 89 stars larger the 10 %. Furthermore, for
stars with large parallax uncertainties the Lutz-Kelker bias can
be severe and is impossible to correct for on an individual basis.

Therefore, we start by analysing our sample using ionisa-
tion balance to get the surface gravity. Figure 9a shows the re-
sulting HR diagram, and at a first glance, it appears peculiar in
the sense that the lower main sequence is horizontal rather than
declining. As there are many stars that fall in regions unoccu-
pied by isochrones, and as the whole appearance is somewhat
“uncomfortable”, we redetermine the stellar parameters, but this
time using the Hipparcos parallaxes to get the surface gravity.
The resulting HR diagram, in Fig. 9b, having gravities based on
Hipparcos parallaxes, shows a declining main sequence (as ex-
pected). It should be noted that the inclusion of the Fe i NLTE
corrections are far too small to have an effect on the gravities of
the magnitude to produce the flat lower main sequence.

5.4. Investigating the flat lower main sequence

To further investigate the difference in the two methods for de-
termining the surface gravity, the stars in Fig. 9b have been en-
coded in red if the resulting Fe i abundances are lower than the
Fe ii abundances, and blue if the opposite is true. The sizes of
the circles are scaled with the magnitude of the difference be-
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Fig. 13. Comparison of abundances ([X/H]) for stars in common be-
tween this study and those of Valenti & Fischer (2005), Reddy et al.
(2003, 2006), and Adibekyan et al. (2012). The elements (X) are indi-
cated on the abscissa. The two left-most boxes in each panel show the
Teff (denoted by T ) and log g (denoted by g) comparisons. Please note
that the scale on the ordinate for the temperature should be multiplied
by a factor 100. The differences are given as our values minus their
values, and the differences are also listed in Table 2.

overlapping stars. The overlapping stars with each of these stud-
ies are marked in red in the HR diagrams in Fig. 11.

Figure 13 and Table 2 show the comparisons to the Reddy
et al. (2003, 2006), Adibekyan et al. (2012), and Valenti & Fis-
cher (2005) studies. The comparisons are very favourable and
we see that our results compare reasonably well. With a few ex-
ceptions, the median difference in the abundance ratios are well
below 0.1 dex. The main difference lies in the comparison of the
Na, Si, Ti, and Ni abundances from Valenti & Fischer (2005)
where the dispersion is much larger than in the comparisons to
Reddy et al. (2003, 2006) and Adibekyan et al. (2012). What
differs in the analysis methods ours, Reddy’s, and Adibekyan’s
studies are similar and based on equivalent width measurements,
while the Valenti & Fischer (2005) study uses the “automatic”
spectrum analysis tool SME (Valenti & Piskunov 1996). Note
that most stars in common with Adibekyan et al. (2012) are lo-
cated in the turn-off region and not on the lower main sequence
(see Fig. 11), so systematics due to the flat main sequence issue
should not be significant.

5.8. Age determination

Stellar ages were determined from a fine grid of α-enhanced
Yonsei-Yale (Y2) isochrones by Demarque et al. (2004), adopt-
ing [α/Fe] = 0 for [Fe/H] > 0, [α/Fe] = −0.3 × [Fe/H] for
−1 ≤ [Fe/H] ≤ 0, and [α/Fe] = +0.3 for [Fe/H] < −1. Taking
the errors in effective temperature, surface gravity, and metallic-
ity into account, an age probability distribution (APD) was con-
structed for each star. The most likely age, as well as lower and
upper age estimates were estimated from this APD as described
in Meléndez et al. (2012) and a short outline in Bensby et al.

Table 2. Comparisons of stars in common with Reddy et al. (2003,
2006), Adibekyan et al. (2012), and Valenti & Fischer (2005). The dif-
ferences are give as values from this work minus the other studies. The
values given are the median value as well as the 1-σ dispersion around
the median.

R03/06 A12 VF05

# of stars 355 1111 1040
overlap 64 168 140
∆Teff +135 ± 59 −15 ± 45 +5 ± 71
∆ log g −0.01 ± 0.13 −0.08 ± 0.10 −0.08 ± 0.12
∆[Fe/H] +0.03 ± 0.05 −0.02 ± 0.03 0.00 ± 0.03
∆[O/H] −0.11 ± 0.07
∆[Na/H] 0.00 ± 0.03 −0.05 ± 0.03 +0.05 ± 0.21
∆[Mg/H] +0.03 ± 0.04 +0.01 ± 0.03
∆[Al/H] +0.01 ± 0.05 +0.00 ± 0.04
∆[Si/H] +0.01 ± 0.03 −0.01 ± 0.03 +0.05 ± 0.20
∆[Ca/H] +0.06 ± 0.04 −0.03 ± 0.03
∆[Ti/H] +0.09 ± 0.06 −0.03 ± 0.04 +0.04 ± 0.21
∆[Cr/H] +0.05 ± 0.04 −0.02 ± 0.05
∆[Ni/H] +0.03 ± 0.04 −0.03 ± 0.04 +0.04 ± 0.21
∆[Zn/H] +0.05 ± 0.06
∆[Y/H] −0.01 ± 0.08
∆[Ba/H] +0.05 ± 0.07

(2011a). In a similar manner stellar masses and absolute magni-
tudes were determined as well. Ages, masses, absolute magni-
tudes, and their associated uncertainties are given in Table C.1.

6. Elemental abundance results

In Sect. 5.2 and 5.6 we saw that uncertainties and NLTE effects
tend to increase for stars with the highest and lowest tempera-
tures and the highest and lowest surface gravities. The “golden
spot”, where NLTE effects and uncertainties are being kept to a
minimum appears to be around solar parameters (see Sects. 5.2
and 5.6). Figure 10 shows the HR diagram for our sample and
a simple cut in effective temperature between 5500 and 6100K
will also constrain the sample from the stars with the lowest and
highest gravities. 440 of the 703 stars in the sample have tem-
peratures in this range. In the abundance plots in Fig. 14 we
have marked the stars that fall outside this temperature interval
by grey dots.

O, Mg, Si, Ca and Ti: The abundance plots for oxygen and the
four α-elements Mg, Si, Ca, and Ti for the full sample of 703
stars show a flat plateau in [X/Fe] for stars more metal-poor than
[Fe/H] ! −0.4 to −0.5. At higher [Fe/H] there is a general down-
ward trend. From [Fe/H] ≈ −0.7 and upwards there appears to
be two abundance trends that run in parallel.

Na andAl: Na and Al are light odd-Z elements and we see that
Al behaves like an α-element, showing all the characteristics that
the genuine α-elements do, i.e., a flat plateau at lower [Fe/H]
that at higher [Fe/H] starts to decline toward solar values (e.g.,
Bensby et al. 2005; Reddy et al. 2006). The [Na/Fe] trend shows
less dispersion than [Al/Fe] and there is no resemblance with Al
or the other α-elements. Instead [Na/Fe] is almost solar, with a
slightly curved appearance, for all [Fe/H].

Ni andCr: Both [Ni/Fe] and [Cr/Fe] show internally extremely
small dispersions and vary essentially in lockstep with [Fe/H].
These tight trends have been seen before (e.g., Reddy et al.
2006). The only discernible pattern is that the [Ni/Fe] ratio is
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Fig. 10. Spectroscopic determinations of Teff and [Fe/H] from
the literature (coloured symbols) and our spectroscopic determi-
nation using Hα line wings (black circle). The shaded area illus-
trates the interferometric determination of Teff from the non-zero
reddening solution, while the dashed lines illustrate the bound-
aries of the interferometric Teff from the zero reddening solution.

mination of Teff. The shaded background illustrates the ±1σ de-
termination of the interferometric Teff assuming reddening, and
the dashed lines illustrate the boundaries with an assumption of
zero reddening. If we can show that we need to consider red-
dening then we can conclude that the spectroscopic analysis is
indeed capable of reproducing the Teff of such metal-poor stars,
if we can impose a reliable constraint such as log g.

Recently Ruchti et al. (2013) studied systematic biases in
Teff determinations, and they found that the Teff determined from
Hα were hotter than those derived from the angular diameter for
metal-poor stars by 40 – 50 K (including HD140283). Our re-
sults are in agreement with this statement if we assume some
mild absorption to the star, e.g. AV ∼ 0.05 mag.

For HD140283, Ruchti et al. (2013) used surface brightness
relations to estimate the interferometric Teff for this star (5720
K), and they obtained an Hα Teff = 5775 K, 150 K hotter than
ours. There are a few explanations for this difference: 1) the log g
and [Fe/H] values adopted affect the derived Teff (see Table 10);
however, they did not specify these values in their work; 2) the
observations give different results— our analysis with NARVAL
data yields higher Teff than the other three sets; 3) the theoreti-
cal profiles were calculated using different model atmospheres
and code; and 4) self-broadening was computed using a differ-
ent (older) theory. We believe that our analysis using different
line masks and four sets of observations should yield a more re-
liable result. The only way to unveil the origin of the systematic
difference is to use each other’s observations and compare the
results.

8.3. Initial metallicity and the extra-mixing parameter in
stellar models

The mean surface metallicity of our most reliable models is
[Z/X]s = –2.05, with an initial value of [Z/X]i = –1.70 or Zi/Xi
= 0.0005 (the surface metallicity is mostly set by the initial value
with some slight variation due to α). This value was obtained by
adopting a diffusion parameter in the stellar models, one that we
determined by comparing the difference in surface metallicity
abundance of stars at their turn-off stage and the base of the gi-

ant branch with observed results from Nordlander et al. (2012)
of the globular cluster NGC 6397. However, as it still remains
an adjustable parameter in the stellar models, it could be in-
correct. Adopting a much smaller value results in a maximum
change in surface metallicity during main sequence evolution of
up to 1.0 dex (see e.g. Fig. 5 which shows a maximum change
of 0.55 dex). This would require an initial value of the order
of –1.40 dex. This scenario is improbable and would result in a
surface metallicity difference between turn-off and giant stars in
disagreement with Nordlander et al. (2012). Adopting a larger
value for the parameter would reduce the maximum change in
surface metallicity during evolution, and converging on a sur-
face value of –2.10 dex would require the initial value to be de-
creased, for example to –1.90 dex or Zi/Xi = 0.0002. For a star
with an age almost the age of the Galaxy (adopting zero redden-
ing) a lower initial metallicity could be more likely. However, a
star 1 billion years younger could be consistent with a higher ini-
tial metallicity. The impact of this change of physics and metal-
licity on the resulting stellar properties is currently limited by
our observational errors. At the moment we cannot explore this
further and we are required to impose the external constraints.

8.4. Improving the precision and accuracy of the age

It is clear that in order to determine the most accurate and pre-
cise age for HD140283, it is necessary to solve the extinction
problem, and to reduce the span of masses that pass through the
error box. The second question can be addressed by obtaining a
more precise determination of the angular diameter. From Fig. 8
one can immediately see that by reducing the error bar in Teff
by a factor of two, fewer models would satisfy the constraints.
As an example, the right panel shows that models of masses be-
tween 0.790 and 0.805 (a total span of 0.015 M⊙) would be the
only models that pass through the error box of half of its size.
The parallax and Fbol already contribute very little to the error
bar for R and Teff, and so the only option is to obtain a precision
in θ of the order of 0.007 mas. By cutting both the external and
the statistical errors in half, this precision could be achieved. The
current precision is just under 4%, which is excellent consider-
ing that we are already working at the limits of angular resolu-
tion using the CHARA array with VEGA and VEGA’s sensitiv-
ity limits. However, the telescopes of the CHARA array will be
equipped with adaptative optic (AO) systems in the next one or
two years. This will improve both the sensitivity and measure-
ment precision of VEGA. The gain in sensitivity would allow
us to observe fainter (so smaller) calibrators, hence reduce the
external error affecting the calibrated visibilities. New observa-
tions of HD140283 with CHARA/VEGA or CHARA/FRIEND
(future instrument) equipped with AO would allow us to achieve
the necessary precision.

8.5. Improving the mass and age from asteroseismology

Another way to determine the mass of the star is through the
detection and interpretation of stellar oscillation frequencies.
Acoustic oscillation frequencies (sound waves) are sensitive to
the sound speed profile of the star and thus its density struc-
ture and mean density. Because R has been measured, in-depth
asteroseismic analysis would allow a very high precision model-
dependent determination of the mass. In Fig. 11 we show the
relative differences between the sound speed profiles (from 0.02
to 0.8 the stellar radius) for the M3 and M1 models, (M3-
M1)/M3. This represents the difference between the reddened
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HD140283
A metal-poor sub-giant star (Gaia Benchmark star)

Interferometric 
measurements, with 
reddening

Teff from Hα wings

Creevy et al.  2014 arXiv:1410.4780v2

Uncertainty in understanding and measurement of  
E(B-V) causes severe limitations for absolute results



We should 

• Spend some time and money on 
- Understanding the stars better or at least 
★Obtain suitable corrections that puts stars of 

different kinds onto the same scales 

- Obtain suitable stellar samples to cross-calibrate 
the surveys. This means thousands of stars. 
★Cannon-Fodder is starting



What about the design of the 
surveys?

• Surveys will inherently be limited due to selection 
effects 
- Common examples are when you have a 

magnitude limited sample (compare next slide) 
★Dwarfs and giants sample different volumes 

- Another issue is to define what an observable is 
★ There is potentially a sliding scale here, but 

would suggest that we are very careful 
(compare slide after next and Creevy et al)



Spectral lines as well as SEDs vary significantly w.  
spectral type. Metallicity also plays a major role.

Solar Very-metal poor



What is an observable?

• This seems to need a better definition or at least 
when you design your survey you need to think 
about it 
- parallax, proper motion, observed magnitudes 
- spectra themselves (?) 
- position and velocity? 
- Temperature, log(g), [Fe/H] 
- But is then [Mg/Fe] and observable or a derived 

parameter?

Rix & Bovy 2013 A&Arv 21 61
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Fig. 5 Constraining Stellar Parameters from Observables in Milky Way Surveys:
this Figure provides a schematic overview, in the form of a simplified graphical
model, of the logical dependencies between the stellar observables in Galactic
surveys (thick dotted ovals) and the main desiderata for each star (thin dashed
ovals), its stellar parameters and distance, given various prior expectations about
galaxy formation, star formation and the Galactic dust distribution (top). The
basic observables are: line-of-sight-velocity, vlos, proper motions, µ, parallax π,
multi-band photometry mλi

and photospheric parameters derived from spectra
(Teff , log g, abundances, Z); most of them depend on the Sun’s position x⊙

through, ∆x. The main desiderata are the star’s mass M∗, age tageand abun-
dances Z, along with its distance D from the Sun and the (dust) extinction along
the line of sight, AV . The prior probabilities of M∗, age tage, Z, D and AV are
informed by our notions about star formation (the IMF) the overall structure of
the Galaxy and various constraints on the dust distribution. Overall the goal of
most survey analysis is to determine the probability of the stellar observables for
a given set of desiderata, which requires both isochrones and stellar atmospheric
models (see Burnett & Binney 2010). In practice, most existing Galactic surveys
analyses can mapped onto this scheme, with logical dependencies often replaced
by assumed logical conditions (e.g. ‘using dereddened fluxes’, ‘presuming the
star is on the main sequence’, etc.). This graphical model still makes number of
simplifications and the velocities.

• Answers to these questions are likely at the core 
of how we chose to make progress

Observables

Desirables

Rix & Bovy 2013 A&Arv 21 61
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Beyond

• What do we want beyond the currently operational 
and planned instrumentation? 

• What is more important to make progress? 
★ Larger samples? 
★ Smaller σ? 
★More Milky Way or other galaxies?



ELT era
• What will the ELT era bring for Galactic 

Archeology?  
• Move fully outside the Milky Way – for the first 

time allow proper comparisons from 
spectroscopic studies between MW and other 
galaxies (N.B. we will be back to Edvardsson et 
al rather than moving towards Melendez et al.) 

• With AO - studies of very crowded regions, such 
as Bulge and clusters, down to the turn-off and 
below



Potential ideas
• A single slit spectrograph on an 8-10m, dedicated 

to following up the surveys [= better σ] 
• A very specialised MOS on an 8-10m; e.g., very 

high resolution of Eu line (weak lines, hfs, only 
direct probe of r-process) [= better σ] 

• LSST follow-up/variable



Potential ideas

• But - perhaps better spend our energy on the 
analysis/stellar understanding  
• Follow-up for asteroseismology? 
• More interferometry? 
• Models? 

• A single slit spectrograph on an 8-10m, dedicated 
to following up the surveys [= better σ] 

• A very specialised MOS on an 8-10m; e.g., very 
high resolution of Eu line (weak lines, hfs, only 
direct probe of r-process) [= better σ] 

• LSST follow-up/variable sky





• Mixing different types of tracers can be (very) hard 
if you aim for high precision. 

• This is because (many) analysis methods have 
been developed in the context of one particular 
type of star. 
➡There are good reasons for this – the stellar 

spectra are rather different and challenges differ 
depending on evolutionary phase and 
metallicity.

Type of object



Optimizing 4MOST

Wavelength (nm)

400 450 500 550 600 650 700
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Halpha
MgT

Ca (log g)
Fe I (EP < 2.5)
Fe I (EP > 2.5)

Fe II
Mg I
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O I
C I

Si I,Ca I
Ti I,Ti II
Cr I,Ni I
Co I,Zn I

Cu I
Ba II
Eu II

Ruchti et al. (in prep.)

Hα, 10 low EP and 
10 high EP FeI  

10 FeII lines 
MgT or Ca616.2

Line-list wetted for science



Abundance analysis

• Traditional so called “fine analysis” (Drake 1992) 
baed on Wλ. 

• Full spectrum synthesis. 
• Finding best matching template spectrum. 
• Get stellar parameters from independent source, 

and only analyse the atomic/molecular lines. 
• …



Gaia Benchmark stars –  
sheep/goatsP. Jofré et al.: Gaia benchmark stars metallicity

Fig. 2. Difference between the metallicity obtained by each node and the mean literature value (see Sect. 2). Stars are ordered by effective temper-
ature. Different symbols correspond to the different methods, which are indicated in the legend.

Fig. 3. Metallicity (upper panel) and microtur-
bulence velocity (lower panel) obtained by dif-
ferent methods for each GBS as a function of
temperature. Black dots correspond to the val-
ues of vmic, as obtained from the GES relation
of Bergemann and Hill.

As in previous figures, we illustrate the difference in metal-
licity as a function of GBS in order of increasing temperature in
the upper panel. In the lower panel of Fig. 4, we plotted together
the stars observed with the same instrument. Different instru-
ments are separated by the dashed line. The value of the spectral
resolution before convolution is indicated at the top of the figure.

It is interesting to comment on the result of ψ Phe, which
has the lowest original resolution and is the coldest star, be-
cause it shows the greatest difference. In the case of the LUMBA
method, the synthetic spectra produced by SME need to have a
given resolving power, which is set to be constant along the en-
tire spectral range. In the original spectra, this is not completely

A133, page 9 of 27

Teff (K)

Giants Dwarfs/sub-giants

Δ[Fe/H] ≈ 0.4 dex  0.1 dex  0.6 dex

Jofré et al. 2014 A&A 564 A133  

Fixed Teff and log g, same linelist



We need “standards”
• This has woefully been lacking in spectroscopic 

analysis. 
• Yes, “everyone” analysis the sun, perhaps Arcturus 

or μLeo – but this covers a very limited set of stellar 
properties.  

• The Gaia-Benchmark stars are a first, but not final, 
step in the right direction. 

• In addition, the proper establishing of equatorial 
spectroscopic fields should be a high priority 
(could include open clusters).



A wider plan?
• Not only do we need common stars and clusters. 
- Reduced spectra need to be available for all to 

analyse. 
- Analysis codes should be well documented in 

the public domain and also, preferably, in some 
form of “open source”.  

- Analysis codes should be kept on version control 
and DR-codes kept. 



For now…
• Do not mix apples and oranges – make life simple!  

• Make the analysis self-consistent 
- Differential studies – useful for many things, 

absolute values not necessarily needed. 

• (arbitrary) re-calibrations of derived parameters/
abundances 
- Leaves us not knowing what we are actually looking 

at – will not be reproducible/compatible/possible to 
compare with (certainly not with other methods).



and …
• An ultimate goal of all the large on-going and up-

coming surveys will be to join the data in order to 
achieve a much bigger data-set 
• This requires that the results are reproducible 

such that 

- Each survey can analyse both their own and 
other spectra for the same star(s), i.e.  spectra 
are publicly available. 

- Results are fully documented and 
reproducible.



Sheep and goats

The Astrophysical Journal, 791:14 (14pp), 2014 August 10 Meléndez et al.

Figure 4. Singly ionized minus neutral differential abundances of Fe, Cr, Ti, and Sc. The surface gravity found by the ionization equilibrium of iron also satisfies,
within the error bars, the ionization equilibrium of Sc, Ti, and Cr.

Table 2
Comparison of Stellar Parameters of 18 Sco

Teff Error log g Error [Fe/H] Error Source
(K) (K) (dex) (dex) (dex) (dex)

5823 6 4.45 0.02 0.054 0.005 This work
5816 4 4.45 0.01 0.053 0.003 Ramı́rez et al. (2014b)
5824 5 4.45 0.02 0.055 0.010 Monroe et al. (2013)
5810 12 4.46 0.04 0.05 0.01 Tsantaki et al. (2013)
5831 10 4.46 0.02 0.06 0.01 Meléndez et al. (2012)
5817 30 4.45 0.13 0.05 0.05 da Silva et al. (2012)
5826 5 4.45 0.01 0.06 0.01 Takeda & Tajitsu (2009)
5840 20 4.45 0.04 0.07 0.02 Meléndez et al. (2009)
5848 46 4.46 0.06 0.06 0.02 Ramı́rez et al. (2009a)
5818 13 4.45 0.02 0.04 0.01 Sousa et al. (2008)
5834 36 4.45 0.05 0.04 0.02 Meléndez & Ramı́rez (2007)
5822 4 4.451 0.006 0.053 0.004 Weighted mean from the literature

a Teff only 1 K hotter, exactly the same log g and vt , and [Fe/H]
only 0.001 dex higher, and by Takeda & Tajitsu (2009), who
determined Teff = 5,826 ± 5 K, log g = 4.45 ± 0.01 dex, and
[Fe/H] = 0.06 ± 0.01 dex, using high-resolution (R = 90,000),
high S/N (∼1,000 at 600 nm) High-Definition Spectrograph
(HDS)/Subaru spectra. Our results are also in firm agreement
with stellar parameters recently determined by Ramı́rez et al.
(2014b) using several high-resolution (R = 65,000–83,000),
high S/N (= 400) spectra taken with the MIKE spectrograph
at the Magellan telescope, Teff = 5816 ± 4 K, log g = 4.45 ±
0.01 dex, and [Fe/H] = 0.053 ± 0.003. Also, there is a good
agreement with other results found in the literature, as well as
an exceptional accord with their weighted mean value, Teff =
5822 ± 4 K, log g = 4.45 ± 0.01 dex, and [Fe/H] = 0.053 ±
0.004, as shown in Table 2.

We took hyperfine structure (HFS) into account for 11
elements. The calculation is performed including HFS for each
individual line, and then a differential line-by-line analysis
is performed. Also, isotopic splitting was taken into account
for the heavier elements. For V, Mn, Ag, Ba, La, and Pr
the combined HFS+isotopic splitting is a minor differential
correction (!0.002 dex), but for Co and Cu the differential
correction amounts to 0.004 dex, for Y the correction is
0.005 dex, and for Yb it is very large at 0.023 dex. The most
dramatic case is for Eu, for which neglecting the corrections
would result in an error of 0.155 dex in the differential
abundances.

As shown in Meléndez et al. (2012) and Monroe et al. (2013),
differential NLTE effects in solar twins relative to the Sun
are minor. Here, we consider differential NLTE corrections

for elements showing the largest differential corrections in
our previous works, Mn (Bergemann & Gehren 2008) and
Cr (Bergemann & Cescutti 2010), but the largest differential
correction is only 0.003 dex for Mn. As mentioned above,
differential NLTE effects on Fe (Bergemann et al. 2012)
were also estimated to check for potential systematics in our
differential stellar parameters, but there is no impact in our
solutions.

Our differential abundances (which are based on EW mea-
sured by J. Meléndez) are in excellent agreement with those ob-
tained using an independent set of EW measurements in 18 Sco
by Monroe et al. (2013), with an average abundance difference
of 0.002 dex (J.M.’s measurements in this paper; Monroe et al.
2013) and an element-to-element scatter of only 0.005 dex.
Another independent set of EW measurements obtained by M.
Tucci Maia (which were obtained fully by hand, unlike the mea-
surements done by J.M and T.M., which used ARES first and
then remeasured the outliers by hand) results in abundances
with a difference from our work of 0.002 dex and scatter of
only 0.004 dex. These comparisons and our previous testing in
Meléndez et al. (2012), for which we obtained an element-to-
element scatter of σ =0.005 dex, in the similarity of HIRES and
UVES abundances of 18 Sco minus the Sun, suggest that care-
ful differential measurements can achieve a precision of about
0.005 dex in differential abundances.

The measurement errors are adopted as the standard error
of the differential abundances, except for elements with just
a single line, in which case we adopted as observational er-
ror the standard deviation of five differential EW measure-
ments performed with somewhat different criteria. The typical

5

Meléndez et al. 2014 ApJ 791 14

Beware of the sheep 
and sheep-goat effect

Smiljanic et al.: Gaia-ESO analysis of UVES spectra of FGK-type stars

−
4

0
0

−
2

0
0

0
2

0
0

4
0

0

Benchmarks iDR2

 

T
e

ff
 (

R
e
co

m
. 

−
 R

e
fe

re
n

ce
) 

(K
)

M
u
 A

ra
E

ta
 B

o
o

M
u
 L

e
o

A
lf 

C
e
n
 A

B
e
t 
V

ir
K

si
 H

ya
E

p
s 

V
ir

B
e
t 
G

e
m

D
e
l E

ri
1
8
 S

co
S

u
n

P
ro

cy
o
n

B
e
t 
A

ra
B

e
t 
H

yi
E

p
s 

E
ri

G
a
m

 S
g
e

6
1
 C

yg
 A

H
D

1
0
7
3
2
8

A
lf 

Ta
u

6
1
 C

yg
 B

A
lf 

C
e
t

H
D

4
9
9
3
3

Ta
u
 C

e
t

A
rc

tu
ru

s
E

p
s 

F
o
r

H
D

2
2
0
0
0
9

H
D

2
2
8
7
9

H
D

8
4
9
3
7

H
D

1
4
0
2
8
3

H
D

1
2
2
5
6
3

−
1

.0
−

0
.5

0
.0

0
.5

1
.0

Benchmarks iDR2

 

lo
g

 g
 (

R
e

co
m

. 
−

 R
e
fe

re
n

ce
) 

(d
e

x)

M
u
 A

ra
E

ta
 B

o
o

M
u
 L

e
o

A
lf 

C
e
n
 A

B
e
t 
V

ir
K

si
 H

ya
E

p
s 

V
ir

B
e
t 
G

e
m

D
e
l E

ri
1
8
 S

co
S

u
n

P
ro

cy
o
n

B
e
t 
A

ra
B

e
t 
H

yi
E

p
s 

E
ri

G
a
m

 S
g
e

6
1
 C

yg
 A

H
D

1
0
7
3
2
8

A
lf 

Ta
u

6
1
 C

yg
 B

A
lf 

C
e
t

H
D

4
9
9
3
3

Ta
u
 C

e
t

A
rc

tu
ru

s
E

p
s 

F
o
r

H
D

2
2
0
0
0
9

H
D

2
2
8
7
9

H
D

8
4
9
3
7

H
D

1
4
0
2
8
3

H
D

1
2
2
5
6
3

−
0

.4
−

0
.2

0
.0

0
.2

0
.4

Benchmarks iDR2

 

[F
e
/H

] 
(R

e
co

m
. 

−
 R

e
fe

re
n

ce
) 

(d
e

x)

M
u
 A

ra
E

ta
 B

o
o

M
u
 L

e
o

A
lf 

C
e
n
 A

B
e
t 
V

ir
K

si
 H

ya
E

p
s 

V
ir

B
e
t 
G

e
m

D
e
l E

ri
1
8
 S

co
S

u
n

P
ro

cy
o
n

B
e
t 
A

ra
B

e
t 
H

yi
E

p
s 

E
ri

G
a
m

 S
g
e

6
1
 C

yg
 A

H
D

1
0
7
3
2
8

A
lf 

Ta
u

6
1
 C

yg
 B

A
lf 

C
e
t

H
D

4
9
9
3
3

Ta
u
 C

e
t

A
rc

tu
ru

s
E

p
s 

F
o
r

H
D

2
2
0
0
0
9

H
D

2
2
8
7
9

H
D

8
4
9
3
7

H
D

1
4
0
2
8
3

H
D

1
2
2
5
6
3

Fig. 14. Di�erence between the recommended values of Te� , log g, and [Fe/H] for the benchmark stars of iDR2 and the reference values. The
error bars are the method-to-method dispersions. The stars are sorted in order of decreasing [Fe/H] (left to right). The dashed red lines indicate
limits of ± 150 K for Te� , of ± 0.30 dex for log g, and of ± 0.10 dex for [Fe/H].

lyzed here. It also indicates that to select good results, cuts in
the atmospheric parameters themselves are not needed, cuts in
the dispersion values are su⇥cient. Overall, these comparisons
show that the bulk of the results are of very good quality.

7.4. The recommended values

In this Section we describe the procedure used to define the
recommended values of the atmospheric parameters of each
star. The first step was a zeroth-order quality control of the re-
sults of each Node. Results that were excluded are those i) with
very large error bars (above 900 K for Te� and/or 1.50 dex for log
g); ii) with microturbulence value equal to or below 0.00 km s�1;
iii) with surface gravity value above 5.00 dex; iv) where the final
Node result was the same as the input values of the method, in-
dicating that the automatic analysis failed to converge; v) flagged
as having other convergence problems.

Next, we used the results of the benchmark stars to weight
the performance of each Node in the three di�erent regions of
the parameter space defined before: 1) metal-rich dwarfs, 2)
metal-rich giants, and 3) metal-poor giants. For the bench-
mark stars in each one of these regions, we computed for each
Node the average di�erence between the parameters it derived
(Te� and log g) and the reference ones (Table 4).

These numbers are a measurement of the accuracy with
which each Node can reproduce the reference atmospheric pa-
rameters, in each region of the parameter space. They were then

Table 5. Node weights per region of the parameter space.

Node MRD MRG MPS
Bologna 1.000 0.546 –
CAUP 0.971 0.495 –

Concepcion 0.694 0.495 0.306
EPINARBO 1.000 0.781 0.585

IACAIP 0.862 0.901 0.935
Liege 0.676 0.386 –

LUMBA 1.000 0.602 0.758
Nice 0.870 0.794 1.000

OACT 0.741 0.585 –
ParisHeidelberg 1.000 0.746 0.637

UCM 0.893 0.214 –
ULB – – –

Vilnius 1.000 0.457 0.308

used to assign weights to the Node results. If the average di�er-
ence of the Node results was within 100 K for Te� and within
0.20 dex for log g, the Node was assigned a weight of 1.00.
Thus, we are assuming that all Nodes that reproduce the values
within these margins are equally accurate and their results should
be fully taken into account. Nodes that are less accurate than that
are assigned worse weights, in a linear scale, by dividing the av-
erage di�erence of its parameters by 100 K or 0.20 dex, for Te�
and log g respectively, and averaging these values.

The weights are computed per Node and per region of the
parameter space (Table 5). The results of each star are then com-

Article number, page 17 of 39

Metallicity decreases, from >0.2 dex to –2.7 dex

Smiljanic et al. 2014 arXiv1409.0568Gustafsson (2004) 
Carnegie Observatories Astrophysics 
Series 4. Eds. McWilliam & Rauch



Not only apples and oranges different 
methods give different results too

P. Jofré et al.: Gaia benchmark stars metallicity

Fig. 2. Difference between the metallicity obtained by each node and the mean literature value (see Sect. 2). Stars are ordered by effective temper-
ature. Different symbols correspond to the different methods, which are indicated in the legend.

Fig. 3. Metallicity (upper panel) and microtur-
bulence velocity (lower panel) obtained by dif-
ferent methods for each GBS as a function of
temperature. Black dots correspond to the val-
ues of vmic, as obtained from the GES relation
of Bergemann and Hill.

As in previous figures, we illustrate the difference in metal-
licity as a function of GBS in order of increasing temperature in
the upper panel. In the lower panel of Fig. 4, we plotted together
the stars observed with the same instrument. Different instru-
ments are separated by the dashed line. The value of the spectral
resolution before convolution is indicated at the top of the figure.

It is interesting to comment on the result of ψ Phe, which
has the lowest original resolution and is the coldest star, be-
cause it shows the greatest difference. In the case of the LUMBA
method, the synthetic spectra produced by SME need to have a
given resolving power, which is set to be constant along the en-
tire spectral range. In the original spectra, this is not completely

A133, page 9 of 27
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• Mixing different types of tracers can be (very) hard 
if you aim for high precision. 

• This is because (many) analysis methods have 
been developed in the context of one particular 
type of star.

Apples and oranges



In summary, systematic differences between the 
stars and the Sun could arise due to the … 

(i) analysis techniques (equivalent widths vs. spectrum synthesis) 
(ii) stellar parameters 
(iii) adopted grid of model atmospheres 
(iv) treatment of line formation (LTE vs. NLTE) 
(v) adopted gf-values  
(vi) adopted line lists 
(vii) spectral resolution 
(viii) signal-to-noise ratio 
(ix) problems with the spectrograph 
(x) adopted solar spectrum (sky, Moon, moons of other planets, asteroids, 
solar atlas) 
(xi) data reduction 
(xii) determination of the continuum 
(xiii) blends 
(xiv) equivalent width measurements 
(xv) adopted solar abundances Meléndez et al. 2013 IAU Symp.  298, 

Eds. Feltzing,  Zhao, Walton, Whitelock 
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Rǒskar et al. 2008 ApJ 675 L65

And stars move 


