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GW150914



+GW150914: Astrophysical implications
�Double black holes exist

�Two BHs can merge into one heavier black hole

�Stellar mass black holes may typically be more massive than expected

Non-GW Black Holes
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14 August 2017: First detection 
LIGO+Virgo
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5 BH+BH

1 NS+NS
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Oorsprong van chemische
elementen

Figure: Jennifer Johnson
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Poor sky localization by LIGO+Virgo

Credit: Leo Singer
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GW170817

The 90% credible intervals(Veitch et al. 2015; Abbott et al.
2017e) for the component masses (in the m m1 2. convention)
are m M1.36, 2.261 Î :( ) and m M0.86, 1.362 Î :( ) , with total
mass M2.82 0.09

0.47
-
+

:, when considering dimensionless spins with

magnitudes up to 0.89 (high-spin prior, hereafter). When the
dimensionless spin prior is restricted to 0.05- (low-spin prior,
hereafter), the measured component masses are m 1.36,1 Î (

M1.60 :) and m M1.17, 1.362 Î :( ) , and the total mass is

Figure 2. Joint, multi-messenger detection of GW170817 and GRB170817A. Top: the summed GBM lightcurve for sodium iodide (NaI) detectors 1, 2, and 5 for
GRB170817A between 10 and 50 keV, matching the 100 ms time bins of the SPI-ACS data. The background estimate from Goldstein et al. (2016) is overlaid in red.
Second: the same as the top panel but in the 50–300 keV energy range. Third: the SPI-ACS lightcurve with the energy range starting approximately at 100 keV and
with a high energy limit of least 80 MeV. Bottom: the time-frequency map of GW170817 was obtained by coherently combining LIGO-Hanford and LIGO-
Livingston data. All times here are referenced to the GW170817 trigger time T0

GW.
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First NS+NS merger 
detected in GWs

Gamma ray burst!

1.8s between GW 
and GRB
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Sky localization confined to ~30 sqdeg

In the mid-1960s, gamma-ray bursts (GRBs) were discovered
by the Vela satellites, and their cosmic origin was first established
by Klebesadel et al. (1973). GRBs are classified as long or short,
based on their duration and spectral hardness(Dezalay et al. 1992;
Kouveliotou et al. 1993). Uncovering the progenitors of GRBs
has been one of the key challenges in high-energy astrophysics
ever since(Lee & Ramirez-Ruiz 2007). It has long been
suggested that short GRBs might be related to neutron star
mergers (Goodman 1986; Paczynski 1986; Eichler et al. 1989;
Narayan et al. 1992).

In 2005, the field of short gamma-ray burst (sGRB) studies
experienced a breakthrough (for reviews see Nakar 2007; Berger
2014) with the identification of the first host galaxies of sGRBs
and multi-wavelength observation (from X-ray to optical and
radio) of their afterglows (Berger et al. 2005; Fox et al. 2005;
Gehrels et al. 2005; Hjorth et al. 2005b; Villasenor et al. 2005).
These observations provided strong hints that sGRBs might be
associated with mergers of neutron stars with other neutron stars
or with black holes. These hints included: (i) their association with
both elliptical and star-forming galaxies (Barthelmy et al. 2005;
Prochaska et al. 2006; Berger et al. 2007; Ofek et al. 2007; Troja
et al. 2008; D’Avanzo et al. 2009; Fong et al. 2013), due to a very
wide range of delay times, as predicted theoretically(Bagot et al.
1998; Fryer et al. 1999; Belczynski et al. 2002); (ii) a broad
distribution of spatial offsets from host-galaxy centers(Berger
2010; Fong & Berger 2013; Tunnicliffe et al. 2014), which was
predicted to arise from supernova kicks(Narayan et al. 1992;
Bloom et al. 1999); and (iii) the absence of associated
supernovae(Fox et al. 2005; Hjorth et al. 2005c, 2005a;
Soderberg et al. 2006; Kocevski et al. 2010; Berger et al.
2013a). Despite these strong hints, proof that sGRBs were
powered by neutron star mergers remained elusive, and interest
intensified in following up gravitational-wave detections electro-
magnetically(Metzger & Berger 2012; Nissanke et al. 2013).

Evidence of beaming in some sGRBs was initially found by
Soderberg et al. (2006) and Burrows et al. (2006) and confirmed

by subsequent sGRB discoveries (see the compilation and
analysis by Fong et al. 2015 and also Troja et al. 2016). Neutron
star binary mergers are also expected, however, to produce
isotropic electromagnetic signals, which include (i) early optical
and infrared emission, a so-called kilonova/macronova (hereafter
kilonova; Li & Paczyński 1998; Kulkarni 2005; Rosswog 2005;
Metzger et al. 2010; Roberts et al. 2011; Barnes & Kasen 2013;
Kasen et al. 2013; Tanaka & Hotokezaka 2013; Grossman et al.
2014; Barnes et al. 2016; Tanaka 2016; Metzger 2017) due to
radioactive decay of rapid neutron-capture process (r-process)
nuclei(Lattimer & Schramm 1974, 1976) synthesized in
dynamical and accretion-disk-wind ejecta during the merger;
and (ii) delayed radio emission from the interaction of the merger
ejecta with the ambient medium (Nakar & Piran 2011; Piran et al.
2013; Hotokezaka & Piran 2015; Hotokezaka et al. 2016). The
late-time infrared excess associated with GRB 130603B was
interpreted as the signature of r-process nucleosynthesis (Berger
et al. 2013b; Tanvir et al. 2013), and more candidates were
identified later (for a compilation see Jin et al. 2016).
Here, we report on the global effort958 that led to the first joint

detection of gravitational and electromagnetic radiation from a
single source. An ∼ 100 s long gravitational-wave signal
(GW170817) was followed by an sGRB (GRB 170817A) and
an optical transient (SSS17a/AT 2017gfo) found in the host
galaxy NGC 4993. The source was detected across the
electromagnetic spectrum—in the X-ray, ultraviolet, optical,
infrared, and radio bands—over hours, days, and weeks. These
observations support the hypothesis that GW170817 was
produced by the merger of two neutron stars in NGC4993,
followed by an sGRB and a kilonova powered by the radioactive
decay of r-process nuclei synthesized in the ejecta.

Figure 1. Localization of the gravitational-wave, gamma-ray, and optical signals. The left panel shows an orthographic projection of the 90% credible regions from
LIGO (190 deg2; light green), the initial LIGO-Virgo localization (31 deg2; dark green), IPN triangulation from the time delay between Fermi and INTEGRAL (light
blue), and Fermi-GBM (dark blue). The inset shows the location of the apparent host galaxy NGC 4993 in the Swope optical discovery image at 10.9 hr after the
merger (top right) and the DLT40 pre-discovery image from 20.5 days prior to merger (bottom right). The reticle marks the position of the transient in both images.

958 A follow-up program established during initial LIGO-Virgo observations
(Abadie et al. 2012) was greatly expanded in preparation for Advanced LIGO-
Virgo observations. Partners have followed up binary black hole detections,
starting with GW150914 (Abbott et al. 2016a), but have discovered no firm
electromagnetic counterparts to those events.

2

The Astrophysical Journal Letters, 848:L12 (59pp), 2017 October 20 Abbott et al.

[Abbott et al., ApJL, 2017]



+
Detected from radio to gamma rays

Figure 2. Timeline of the discovery of GW170817, GRB 170817A, SSS17a/AT 2017gfo, and the follow-up observations are shown by messenger and wavelength
relative to the time tc of the gravitational-wave event. Two types of information are shown for each band/messenger. First, the shaded dashes represent the times when
information was reported in a GCN Circular. The names of the relevant instruments, facilities, or observing teams are collected at the beginning of the row. Second,
representative observations (see Table 1) in each band are shown as solid circles with their areas approximately scaled by brightness; the solid lines indicate when the
source was detectable by at least one telescope. Magnification insets give a picture of the first detections in the gravitational-wave, gamma-ray, optical, X-ray, and
radio bands. They are respectively illustrated by the combined spectrogram of the signals received by LIGO-Hanford and LIGO-Livingston (see Section 2.1), the
Fermi-GBM and INTEGRAL/SPI-ACS lightcurves matched in time resolution and phase (see Section 2.2), 1 5×1 5 postage stamps extracted from the initial six
observations of SSS17a/AT 2017gfo and four early spectra taken with the SALT (at tc+1.2 days; Buckley et al. 2017; McCully et al. 2017b), ESO-NTT (at
tc+1.4 days; Smartt et al. 2017), the SOAR 4 m telescope (at tc+1.4 days; Nicholl et al. 2017d), and ESO-VLT-XShooter (at tc+2.4 days; Smartt et al. 2017) as
described in Section 2.3, and the first X-ray and radio detections of the same source by Chandra (see Section 3.3) and JVLA (see Section 3.4). In order to show
representative spectral energy distributions, each spectrum is normalized to its maximum and shifted arbitrarily along the linear y-axis (no absolute scale). The high
background in the SALT spectrum below 4500Å prevents the identification of spectral features in this band (for details McCully et al. 2017b).
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GW170817

First release: 16 October 2017  www.sciencemag.org  (Page numbers not final at time of first release) 11 
 

  
  

Fig. 2. The evolution of EM170817 
derived from the observed spectral 
energy distribution. (A) Bolometric 
luminosity. (B) Blackbody temperature. 
(C) Photospheric radius. (D) Inferred 
expansion velocity. Individual points 
represent blackbody fits performed at 
discrete epochs to which the observed 
photometry has been interpolated using 
low-order polynomial fits. Dashed lines 
represent an independent Markov-
Chain Monte Carlo fit without directly 
interpolating between data points (see 
(10) for methodology and best-fit 
parameter values). The solid red lines [in 
(A) and (B)] represent the results of a 
hydrodynamical simulation of the 
cocoon model where the UVOIR 
emission is composed of [in (A)] cocoon 
cooling (yellow dashed line labeled 1), 
fast macronova (>0.4c; green dashed 
line labeled 2), and slow macronova 
(<0.4c; blue dashed line labeled 3). 
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0.05 solar mass ejecta
~ 20% speed of light

Based on 1 detection
à estimate 
number/volume/year

Enough to produce all r-
process elements
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by a viewing angle defined as min(ι, 180° − ι), with ι in the range 
[0°, 180°]. By contrast, gravitational-wave measurements can identify 
the sense of the rotation, and so ι ranges from 0° (anticlockwise) to 
180° (clockwise). Previous gravitational-wave detections by the Laser 
Interferometer Gravitational-wave Observatory (LIGO) had large 
uncertainties in luminosity distance and inclination23 because the two 
LIGO detectors that were involved are nearly co-aligned, preventing 
a precise polarization measurement. In the present case, owing to 
the addition of the Virgo detector, the cosine of the inclination can 
be constrained at 68.3% (1σ) confidence to the range [−1.00, −0.81], 
corresponding to inclination angles in the range [144°, 180°]. This incli-
nation range implies that the plane of the binary orbit is almost, but not 
quite, perpendicular to our line of sight to the source (ι ≈ 180°), which 
is consistent with the observation of a coincident γ-ray burst4–6. We 
report inferences on cosι because our prior for it is flat, so the posterior 
is proportional to the marginal likelihood for it from the gravitation-
al-wave observations.

Electromagnetic follow-up observations of the gravitational-wave 
sky-localization region7 discovered an optical transient8–13 in close 
proximity to the galaxy NGC 4993. The location of the transient was 
previously observed by the Distance Less Than 40 Mpc (DLT40) survey 
on 27.99 July 2017 universal time (ut) and no sources were found10. 
We estimate the probability of a random chance association between 
the optical counterpart and NGC 4993 to be 0.004% (Methods). In 
what follows we assume that the optical counterpart is associated with 
GW170817, and that this source resides in NGC 4993.

To compute H0 we need to estimate the background Hubble flow 
velocity at the position of NGC 4993. In the traditional electro-
magnetic calibration of the cosmic ‘distance ladder’19, this step is 
commonly carried out using secondary distance indicator informa-
tion, such as the Tully–Fisher relation25, which enables the back-
ground Hubble flow velocity in the local Universe to be inferred by 
scaling back from more distant secondary indicators calibrated in 
quiet Hubble flow. We do not adopt this approach here, however, 
to preserve more fully the independence of our results from the  
electromagnetic distance ladder. Instead we estimate the Hubble flow 
velocity at the position of NGC 4993 by correcting for local peculiar 
motions.

NGC 4993 is part of a collection of galaxies, ESO 508, which has a 
center-of-mass recession velocity relative to the frame of the cosmic 
microwave background (CMB)26 of27 3,327 ±  72 km s−1. We correct 

the group velocity by 310 km s−1 owing to the coherent bulk flow28,29 
towards the Great Attractor (Methods). The standard error on our 
estimate of the peculiar velocity is 69 km s−1, but recognizing that 
this value may be sensitive to details of the bulk flow motion that 
have been imperfectly modelled, in our subsequent analysis we adopt 
a more conservative estimate29 of 150 km s−1 for the uncertainty on 
the peculiar velocity at the location of NGC 4993 and fold this into 
our estimate of the uncertainty on vH. From this, we obtain a Hubble 
velocity vH = 3,017 ±  166 km s−1.

Once the distance and Hubble-velocity distributions have been 
determined from the gravitational-wave and electromagnetic data, 
respectively, we can constrain the value of the Hubble constant. The 
measurement of the distance is strongly correlated with the measure-
ment of the inclination of the orbital plane of the binary. The analy-
sis of the gravitational-wave data also depends on other parameters 
describing the source, such as the masses of the components23. Here 
we treat the uncertainty in these other variables by marginalizing over 
the posterior distribution on system parameters3, with the exception of 
the position of the system on the sky, which is taken to be fixed at the 
location of the optical counterpart.

We carry out a Bayesian analysis to infer a posterior distribution on 
H0 and inclination, marginalized over uncertainties in the recessional 
and peculiar velocities (Methods). In Fig. 1 we show the marginal pos-
terior for H0. The maximum a posteriori value with the minimal 68.3% 
credible interval is = . − .

+ . − −H 70 0 km s Mpc0 8 0
12 0 1 1. Our estimate agrees 

well with state-of-the-art determinations of this quantity, including 
CMB measurements from Planck20 (67.74 ±  0.46 km s−1 Mpc−1; 
‘TT, TE, EE + lowP + lensing + ext’) and type Ia supernova measure-
ments from SHoES21 (73.24 ±  1.74 km s−1 Mpc−1), and with baryon 
acoustic oscillations measurements from SDSS30, strong lensing  
measurements from H0LiCOW31, high-angular-multipole CMB  
measurements from SPT32 and Cepheid measurements from the 
Hubble Space Telescope key project19. Our measurement is an inde-
pendent determination of H0. The close agreement indicates that, 
although each method may be affected by different systematic uncer-
tainties, we see no evidence at present for a systematic difference 
between gravitational-wave-based estimates and established electro-
magnetic-based estimates. As has been much remarked on, the Planck 
and SHoES results are inconsistent at a level greater than about 3σ.  
Our measurement does not resolve this inconsistency, being broadly 
consistent with both.
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Figure 1 | GW170817 measurement of H0. The marginalized posterior 
density for H0, p(H0 | GW170817), is shown by the blue curve. Constraints 
at 1σ (darker shading) and 2σ (lighter shading) from Planck20 and 
SHoES21 are shown in green and orange, respectively. The maximum a 
posteriori value and minimal 68.3% credible interval from this posterior 
density function is = . − .

+ . − −H 70 0 km s Mpc0 8 0
12 0 1 1. The 68.3% (1σ) and 95.4% 

(2σ) minimal credible intervals are indicated by dashed and dotted lines, 
respectively.
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Figure 2 | Inference on H0 and inclination. The posterior density of H0 
and cosι from the joint gravitational-wave–electromagnetic analysis are 
shown as blue contours. Shading levels are drawn at every 5% credible 
level, with the 68.3% (1σ; solid) and 95.4% (2σ; dashed) contours in black. 
Values of H0 and 1σ and 2σ error bands are also displayed from Planck20 
and SHoES21. Inclination angles near 180° (cosι = −1) indicate that the 
orbital angular momentum is antiparallel to the direction from the source 
to the detector.
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Optical counterparts to GW events

n Challenges:
n Poor sky localization (~100 sqd)

n Faint (22nd mag at 200 Mpc)

n False positives

n Gone in hours/days

n What do we need?
n Large field of view

n Sensitivity

n Colour information

n Dedicated facility for rates
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BlackGEM and 
MeerLICHT

BlackGEM
à 3 telescopes at La Silla
à GW follow-up
à Q4 2018

MeerLICHT
à 1 (prototype) telescopes at Sutherland
à Optical data commensurate with MeerKAT
à Q3-Q4 2017

65 cm optical telescope
2.7 sqd FOV @ 0.56 arcsec/pix
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BlackGEM Array

n Phase-I: 3 telescopes

n Southern sky: La Silla
n GW source positions often split

n Best (EU) follow-up possibilities:
VLT/E-ELT, ALMA, SKA, etc.

n Good seeing allows for smaller mirror

n 2.7 sqd FOV using one 110 Mpix
CCD per telescope

n Thanks to good site:
~23rd mag in 5 minutes in r’
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BlackGEM site: La Silla
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BlackGEM filter set and depth

Typical integration time: 1 min
(background limited in all filters except u)

Table 1. Wavelength ranges of the filters which will be used in the BlackGEM and MeerLICHT telescopes and the expected

depth (AB magnitude) that can be reached at 5� significance, in a 1 min and a 5 min exposure, under grey sky conditions,

at the median DIMM seeing at La Silla of 0.95 arcsec and at 0 deg zenith angle.

Filter Wavelength range (nm) Depth in 1 min ; 5 min (AB mag)
u 350� 410 19.8 ; 20.9
g 410� 550 21.9 ; 22.9
r 563� 690 21.3 ; 22.3
i 690� 840 20.7 ; 21.7
z 840� 990 20.4 ; 21.4
vr 440� 720 22.2 ; 23.2

3.3 Cryostat and detector

To avoid the complications of building a mosaic of CCDs, and because of a more attractive cost-per-pixel,
MeerLICHT and BlackGEM make use of one large-format CCD per telescope. The telescopes have been designed
to make optimal use of the largest-format CCDs that are currently on the market. For the prototype telescope, an
STA160017 chip has been acquired from Semiconductor Technology Associates, Inc., together with an Archon18

controller from the same company. The CCD o↵ers 10 560 by 10 560 pixels of 9µm, which results in a 2.7 square
degree field sampled at a pixel scale of 0.56 arcsec/pixel.

Tests have shown that using the Archon controller, the CCD can be read out in 7 s at 1MHz using 16 read-out
ports with a read-out noise of less than 6 e�. A 1m cable was used between the cryostat and the controller.
Using a broadband coating, great quantum e�ciency (QE) was achieved in the g and r wavelength bands, which
the projects will predominantly be using, but also in the blue u band which is essential for many of the ancillary
science programmes on compact variable stars. A picture of the CCD and its QE curve are shown in Fig. 2. The
cosmetics of the device are excellent, with only 6 half-column defects.

In April 2016, the CCD was built into the MeerLICHT cryostat. The cryostat will be operated at a nominal
temperature of 170K and was designed to have a vacuum hold time that exceeds one year, to minimize main-
tenance requirements of the remote facilities. The cryostat is PLC-controlled. For further details, see [19], also
part of this Volume.

4. TELESCOPE CONTROL HARDWARE AND SOFTWARE

The high-level control of both observatories will be performed using the Abot software suite. The suite is a
new version of the system first deployed to control the Solaris20,21 network of telescopes, and has since been
implemented at other facilities. It has been designed in a modular way to accommodate various observatories
with di↵erent sets of hardware and controllers. Abot is based on services oriented architecture with a dedicated
hardware abstraction layer. Communications between controllers and the control PC use Ethernet, and where
we had the flexibility to make this design decision, the OPC-UA protocol. To maximise uptime given the limited
availability of maintenance, the whole system is designed such that a backup control PC in the same network
can take control of the system if the main control PC fails, without the need for any cables to be replugged. This
also allows for phased software updates, where one computer gets updated and the backup computer only gets
updated after the system has been fully tested with the new software version. For more details on the design
considerations and features of the Abot software, see [22]. In several places, industry-standard controllers have
been used, such as a Beckho↵ PLC for the cryostat control, a second Beckho↵ PLC for building management
(safety and environmental control), and a National Instruments Compact RIO for the control of the shutter
wheel, the filter wheel and the ADC.

The electronics and associated power supplies that sit close to the telescope have to be cooled actively, to prevent
heat from the electronics from creating turbulence in the dome. Such turbulence, especially close to the optical
path of the telescope, would harm the image quality. Moving electronics away from the telescope is one option,
but would increase the number of power and data cables that have to be guided from the telescope to the
observing floor. Additionally, the CCD controller has to stay close to the cryostat as a long cable would increase
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BlackGEM surveys

n BlackGEM Southern All Sky Survey: 'Southern Sloan’
→ 30 000 sqd down to 22nd mag in u,g,q,r,i,z at 1” median seeing

n BlackGEM q-band Scan: ‘What was there yesterday?’
→Visible 10 000 square degrees in q-band every 14 days

n BlackGEM Fast Synoptic Survey: ‘ What else goes bang?’
→ 1 min cadence, multi-colour (simultaneous), wide-field, 1-2 weeks

n BlackGEM Twilight Program: ‘Local Universe transients’
→ Every twilight (30 minutes) scan Local Universe galaxies in 2 bands 
for new transients

n BlackGEM Trigger Mode: 'Transients Galore'
→ GW error box coverage in multiple colours

GW trigger Outgoing transient triggers
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Consortium and data access rights

n All-sky data publicly available (ESO)

n All survey data available to all consortium partners, for pre-
agreed science cases 

n Working groups led by PIs and their groups, but can be 
joined by people from the other institutes

n Aim to make all transient detections public ’immediately’ 
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MeerLICHT

First telescope of BlackGEM type

At Sutherland, South Africa

Changing transient science to truly multi-
wavelength

Pointing determined by MeerKAT radio 
telescope

In South Africa: bridge between SALT and 
SKA/MeerKAT

Partners: Radboud, UvA, NWO (NL); UCT, 
SAAO (SA); Oxford, Manchester (UK)















Astrodon filters: Sloan’+ wide V+R filter









Water cooled counterweight
housing electronics

Water cooled Archon (STA)
CCD controller

Lens barrel
with ADC

Cryostat (cryotiger cooled)
STA1600 CCD (110Mpix)

M2 on piezo stage 
(focus + guiding)

Carbon-fibre
telescope



Eagle Nebula
MeerLICHT, August 2017
1 min exposures in 3 bands



Eagle Nebula
MeerLICHT, August 2017
1 min exposures in 3 bands
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Ghosting: Arcturus

2MASS

SDSS DR9

DSS2

ML@RU
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Ghosting: Arcturus

DECaLs/DR3

ML@RU
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Robotic operation Software by Sybilla Technologies
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Data challenge

n Real-time transient detection pipeline (<10 mins delay)
using ZOGY (Zackay+ 2016) image subtraction and

Deep learning real-bogus vetting (Gieseke, Bloemen + 2017)

n 0.5 TB images per night (1 PB after 5 years)

n ~10^5 source detections / minute / telescope
= ~10^10 / year / telescope
à 150 TB  light curve database

n No fibre to La Silla…

Convolutional Neural Networks for Transient Vetting 11

(a) Net2 (b) Net3

Figure 8. Confusion matrices for Net2 and Net3 with data aug-
mentation steps conducted in the preprocessing phase.

the training data with augmentation, we also increase the
number of training iterations from 1,000 to 5,000. The con-
fusion matrices in Figure 8 show that the addition of a data
augmentation step can further improve the classification per-
formance with Net3 only causing 14 overall misclassifications
for the test dataset. We expect further data augmentations
steps to be helpful as well in this context, see Section 5.

4.2.4 Analysis of Misclassifications

Both Net2 and Net3 only misclassify a small number of test
instances. In Figures 9 and 10, all misclassifications made
by Net3 (with data augmentation) are shown. For the first
type of error, “bogus” objects misclassified as “real”, com-
mon examples are due to non-uniform background noise in
the template and/or target images, or deficits in the tem-
plate image that, after convolution, resemble point sources
in the di↵erence image. For the other type of error, “real”
instances misclassified as “bogus”, a single object (with mul-
tiple observations) is misclassified (top six images). This is
very reasonable since it is generally very hard for any model
to distinguish varying stars and multiple follow-up observa-
tions of a new supernova. However, from a practical per-
spective, such cases can easily be handled by flagging such
a source as “real” the first time it is observed (and correctly
classified as “real”). The remaining two (last two rows) de-
pict a low signal-to-noise detection of a faint supernova near
the core of its host galaxy, and an asteroid moving quickly
enough to show a trail in the target image.

The two deeper convolutional neural networks yield sig-
nificantly less misclassifications as the baseline random for-
est approach (see the appendix for some misclassifications
made by the random forest). Interestingly, the misclassifi-
cations di↵er slightly, i. e., the ones of Net3 do not form a
subset of those misclassified by the random forest. We will
see that this can actually be beneficial when combining the
di↵erent classifiers.

4.2.5 Less Input

The networks considered so far are trained on all three input
images that are available for each instance. By providing all
the data, the networks can automatically determine which
input images are important (see discussion above concerning
the weights). A natural question is whether a competitive
performance can also be achieved using less input data. We
consider two settings: (1) Using only the template and target

Figure 9. Misclassifications made by Net3 with data augmen-
tation (“bogus” instances misclassified as “real”). The di↵erent
colours along with the colour bars illustrate the pixel intensities
per image.

images and (2) using only the di↵erence image. Note that
the latter setting usually forms the basis for other techniques
that extract features from the di↵erence images only.

We focus on the simplest network considered in this
work, Net1(32,64), and the best-performing one, Net3 with
data augmentation. The induced confusion matrices are
shown in Figure 11. By comparing this figure to Figure 5,
it can be seen that using only template and target images
yields a competitive performance compared to using all three
input images. This may seem surprising due to the majority
of the existing schemes being based on di↵erence imaging.
The results, however, clearly indicate that the reduced set of
input images is su�cient for approaching the task at hand.
This depicts a desirable outcome since one might be able to
omit image subtraction steps in future detection pipelines.
Further, the networks trained using only the di↵erence im-
ages yield a significantly worse classification performance.
Hence, using only this type of information seems to be not
enough for convolutional neural networks in this context.
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(a) Bogus (b) Real

Figure 4. “Best” case examples of three “bogus” and three “real”. The columns represent the template, target, and di↵erence images
per field (from left to right) and the rows represent di↵erent fields. The di↵erent colours along with the colour bars illustrate the pixel
intensities per image. For “real” sources, there is usually no flux in the centre on the template image. However, there may be “misleading”
instances very close to the centre of the image (which, ideally, would no longer be present in the di↵erence image). The majority of the
instances in the dataset are simple cases. As shown in our experiments, there is still a significant number of di�cult instances outstanding,
which can be very challenging for machine learning models to identify correctly. The unit of the colour scale is in counts.

Type Size Parameters

input 3 ⇥ 30 ⇥ 30
conv A⇥ 28 ⇥ 28 fs=(3,3)
maxpool A⇥ 14 ⇥ 14 ps=(2,2)
dropout A⇥ 14 ⇥ 14 p=0.1
dense B
dropout B p=0.5
dense B
dense 2

(a) Net1(A,B)

Type Size Parameters

input 3 ⇥ 30 ⇥ 30
conv 32 ⇥ 28 ⇥ 28 fs=(3,3)
maxpool 32 ⇥ 14 ⇥ 14 ps=(2,2)
dropout 32 ⇥ 14 ⇥ 14 p=0.1
conv 128 ⇥ 12 ⇥ 12 fs=(3,3)
maxpool 128 ⇥ 6 ⇥ 6 ps=(2,2)
dropout 128 ⇥ 6 ⇥ 6 p=0.1
dense 512
dropout 512 p=0.5
dense 512
dense 2

(b) Net2

Type Size Parameters

input 3 ⇥ 30 ⇥ 30
conv 16 ⇥ 28 ⇥ 28 fs=(3,3)
maxpool 16 ⇥ 14 ⇥ 14 ps=(2,2)
dropout 16 ⇥ 14 ⇥ 14 p=0.1
conv 32 ⇥ 12 ⇥ 12 fs=(3,3)
maxpool 32 ⇥ 6 ⇥ 6 ps=(2,2)
dropout 32 ⇥ 6 ⇥ 6 p=0.1
conv 64 ⇥ 4 ⇥ 4 fs=(3,3)
maxpool 64 ⇥ 2 ⇥ 2 ps=(2,2)
dropout 64 ⇥ 2 ⇥ 2 p=0.1
dense 1000
dropout 1000 p=0.5
dense 1000
dense 2

(c) Net3

Table 2. Network structures considered in this work (‘fs’ denotes the filter size of the convolutional layer, ‘ps’ the pooling size of the
pooling layer and ‘p’ the dropout probability). A and B are parameters determining the input sizes of the layers.

ered.3 We also tested various other parameter assignments,
which all yielded very similar classification accuracies (as
long as a su�ciently large amount of trees was considered).

3 We use Python 2.7 and the scikit-learn package
(version 0.18) (Pedregosa et al. 2011) for processing
and analysing the data. More precisely, we make use
of the sklearn.ensemble.RandomForestClassifier class
as the random forest implementation and initialise the
model using the following parameters: bootstrap=True,
n_estimators=500, min_samples_split=2, criterion="gini",
and max_features="sqrt".

3.3 Network Structures & Parameters

While convolutional neural networks have been success-
fully applied to several real-world tasks (see, e.g., LeCun
et al. 2015), choosing the best-performing network structure
(w.r.t. the classification performance on the test set) is often
based on trial-and-error. Very deep structures might be dis-
advantageous given “simple tasks”. On the other hand, too
simplistic structures might not be able to adapt to the learn-
ing task at hand and, thus, may yield unsatisfactory results
as well. Therefore, the goal is to consider models that are
complex enough to capture the characteristics of a learning
task and that are, at the same time, not too complex. This is
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